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Overview of the Talk

1. Light-induced	Coherent	Quantum	Control					
(a)	Interfering	one-photon	and	two-photon	ionization	by	XUV	femtosecond	pulses.									

(b)	Overlapping	XUV	pulses	with	an	optical	field	(XUV	+	IR).

(c)	Using	circularly	polarized	XUV	femtosecond	pulses.

2. Multiphoton	and	Tunneling	Ionization
(a)	Circular	dichroism	in	two-color	resonant	multiphoton	ionization	of	oriented	He+.

(b)	Attoclock measurements	of	tunneling	time.

(c)	Interpretation	using	Bohmian Mechanics



Light-induced Coherent 
Quantum Control



• Photoionization of an atomic system by the fundamental and the 
second harmonic (w + 2w) of a femtosecond VUV pulse is an 
example of coherent control of the photoelectron angular distribution.

Motivation
• One of the goals of “quantum control” is to steer electrons into specific 

directions or locations (e.g., selected bond breaking in a molecule).

• Two-pathway interference 
is a way to achieve 
coherent control. 



Bichromatic Atomic Ionization with Linearly 
Polarized Light

• Two-pathway interference is enhanced  by 
tuning  the first harmonic near an intermediate
state (e.g., 2p in H). 

• In the case of linearly polarized light, 
the electric field is expressed as

• Ionization leading to partial waves with different parities 
can cause an asymmetry in the angular distribution.

p-wave d-wave

Asymmetry

2 Douguet et al.: Photoelectron angular distribution in two-pathway ionization of neon with femtosecond XUV pulses
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Fig. 1. ! + 2! ionization scheme by linearly polarized light
in neon with (2p53s)1P as the intermediate state in the single-
active-electron model (left) and both (2p53s) J = 1 states in
the multi-electron model (right). See text for details.

the target structure obtained from a multi-configuration
Hartree-Fock (MCHF) calculation and only a few inter-
mediate states accounted for in the second-order PT ion-
ization amplitude. Finally, we considered pulses with an
infinite number of cycles (PT-1) using a variationally
stable method [14–17], which e↵ectively accounts for all
intermediate states in the second-order PT ionization am-
plitude.

There exist two states, 2p5(2P3/2)3s and 2p5(2P1/2)3s,
with total angular momentum J = 1, which can be reached
via optically allowed transitions from the (2p6)1S0 initial
state. As previously mentioned, these states are relatively
well described in the LS-coupling scheme, since they have
predominant (93% [18,19]) 3P and 1P character, respec-
tively. Therefore, we employ the LS-coupling scheme no-
tations to label these states in the following development.

The ! + 2! process using (2p53s) J = 1 as inter-
mediate states is presented in Fig. 1. The scheme in the
one-electron model is shown on the left panel, where we
denote the electronic states by listing only the active elec-
tron. Therefore, the intermediate state (only the 1P state
is possible) is simply labelled 3s, and this notation will be
further used throughout the manuscript. One-photon ab-
sorption of the second harmonic produces s- and d-wave
photoelectrons, while two-photon absorption of the fun-
damental produces p- and f -wave photoelectrons. In the
multi-electron model (right panel of Fig. 1), these waves
couple to the residual ionic state to make the symme-
tries indicated at the top. The intermediate 3P1 and 1P1

states, corresponding to the 2p ! 3s one-electron excita-
tion, have, respectively, 16.67 eV and 16.85 eV excitation
energies [19]. Since only 1P1 can be e�ciently excited, and
it is well separated from other optically allowed states, it
enables us to treat the e↵ect of an “almost” isolated reso-
nance. Consequently, it represents an excellent situation,
with a minimum of additional complications, to compare

results obtained by di↵erent models in a multi-electron
system.

This manuscript is organized as follows. In the next
section, we introduce our theoretical models, while Sect. 3
is devoted to the presentation and analysis of our results.
Finally, Sect. 4 contains our conclusions and perspectives
for the future. Unless indicated otherwise, atomic units
are used throughout this manuscript.

2 Theoretical approach

We consider a linearly polarized electric field of the form

E(t) = F (t) [cos!t+ ⌘ cos(2!t+ �)] , (1)

where ⌘ represents the amplitude ratio between the har-
monics, � is the carrier envelope phase (CEP) of the sec-
ond harmonic, and F (t) is the envelope function. We em-
ploy the commonly used sine-squared envelope F (t) =
F0 sin

2(⌦t), where ⌦ = !/2N , with N � 1 denoting the
number of optical cycles.

The details of our TDSE approach can be found in [10,
13,20]. The present TDSE calculations di↵er from our pre-
vious ones for electrons initially in an s-orbital in that we
now independently propagate the electronic wave packets
initially in the 2p (m = 0,±1) orbitals and then average
the results over the magnetic quantum numbers m to sim-
ulate an isotropic initial 2p6 (1S) state. Here we only show
briefly the main steps in the PT approach and describe
the physical models.

In second-order PT, the PAD for an initially unpolar-
ized atom is given by

dW

d⌦

=
C

2J0 + 1

X

M0µ
JfMf

���⌘U (1)
J0M0;JfMf ,kµ

+ U

(2)
J0M0;JfMf ,kµ

���
2
,

(2)
where k is the linear momentum and µ the spin component
of the photoelectron, respectively; J0 is the initial total
electronic angular momentum with projection M0; Mf is
the projection of the residual ionic angular momentum Jf ;
C is a normalization coe�cient that is independent of the
transition matrix elements and not relevant for our fur-
ther derivations. In Eq. (2) we summed over Jf , assuming
incoherently excited fine-structure levels of the residual
ion.

We choose the quantization z-axis along the electric
field of the laser beams. In the dipole approximation, the
ionization amplitudes are given by

U

(1)
J0M0;JfMf ,kµ

= �ihJfMf ,kµ(�) |Dz | J0M0iT (1)
, (3)

U

(2)
J0M0;JfMf ,kµ

= �
ZX

n

hJfMf ,kµ(�) |Dz | ⇣nJnMni

⇥ h⇣nJnMn |Dz | J0M0iT (2)
En

. (4)

Here Dz =
P

i dz,i =
P

i zi is the z-component of the
dipole operator, where the summation is taken over all
atomic electrons, and the sum (integral) in (4) is taken

1s
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Control of the Photoelectron Angular 
Distribution (PAD)

• The asymmetry in the PAD is the result of ⟨E3⟩ ≠ 0 of the electric field 
[N. B. Baranova and B. Ya. Zel’dovich, J. Opt. Soc. Am. B 8 27 (1990)].  

+ =

𝞈 2𝞈

• The PAD takes the form:

• The	asymmetry	is	defined	as:
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ionization amplitudes are given by1

U (1)
J0M0;Jf Mf ,kµ = −i⟨JfMf , kµ(−)|Dz|J0M0⟩T (1), (3)

U (2)
J0M0;Jf Mf ,kµ = −

∫∑

n

⟨JfMf , kµ(−)|Dz|ζnJnMn⟩

× ⟨ζnJnMn|Dz|J0M0⟩T (2)
En

. (4)

Here Dz =
∑

i dz,i =
∑

i zi is the z-component of the2

dipole operator, where the summation is taken over all3

atomic electrons, and the sum (integral) in (4) is taken4

over all atomic states with bound (continuum) energy En,5

labeled with their angular momentum Jn, projection Mn,6

and the set of additional quantum numbers ζn. The val-7

ues of the time integrals T (1) and T (2)
En

were given in equa-8

tions (9) and (10) of reference [11] (with the replacement9

E1s → E2p). The superscript (−) indicates the necessary10

asymptotic form of the continuum wave function, which11

is a distorted Coulomb wave calculated in the Hartree po-12

tential of the residual ion.13

Upon expanding the ejected electron wave function14

|kµ⟩(−) in equations (3) and (4) in (nonrelativistic) par-15

tial waves and using standard angular momentum algebra,16

the PAD (2) may be written in the well-known form with17

Legendre polynomials Pk(x) as18

W (θ) =
W0

4π

(
1 +

∑

k

βkPk(cos θ)

)
, (5)

with W0 the angle-integrated cross section. The anisotropy19

parameters βk are generally given by cumbersome expres-20

sions, including three types of terms, originating from the21

first-order amplitude (3), the second-order amplitude (4),22

and their interference.23

In this paper, we are also interested in the differential24

asymmetry defined by [11]25

A(0) =
W (0) − W (π)
W (0) + W (π)

=
∑

k=1,3,... βk

1 +
∑

k=2,4,... βk
. (6)

As seen from the last part of the equation, a nonzero26

asymmetry requires at least one nonvanishing odd-rank27

anisotropy parameter.28

In the nonstationary PT version, we included seven29

intermediate excited states of Ne in the sum over n in30

equation (4), all with total angular momentum Jn =31

1: two states with configuration 2p53s, two states with32

2p54s, and three states with 2p53d. The ionic states33

Ne+(2p5)2P1/2,3/2 were treated in the single-configuration34

Hartree-Fock approximation in the LSJ-coupling scheme.35

The wave functions of the photoelectron εℓ with en-36

ergy ε and orbital angular momentum ℓ were calculated37

in the Hartree-Fock frozen-core approximation [22]. For38

the states |ζnJn = 1⟩, we used the intermediate-coupling39

scheme and mixed the 2p53s, 2p54s, and 2p53d configura-40

tions on the basis of the term-averaged atomic electron or-41

bitals. For the PADs in a narrow range of photon energies42

around the excitation energy of the 2p53s1P1 state, the ef-43

fects of other |ζnJn = 1⟩ states, although being included,44

are not expected to be very important, due to negligible 45

admixtures of other configurations and the weak violation 46

of the LS-coupling. 47

More compact expressions can be obtained for the 48

βk parameters in the single-configuration approximation 49

and a pure LS-coupling scheme. After transforming from 50

multi-electron matrix elements to single-electron matrix 51

elements [23,24], we obtain for ionization from the closed 52

2p6 shell of neon: 53

βk = β(1)
k + β(2)

k + β(12)
k , k = 1, 2, 3, 4. (7)

The first term originates from the absolute square of the 54

first-order amplitude and contributes only for k = 2: 55

β(1)
k =

1
N

∣∣∣T (1)
∣∣∣
2 ∑

ℓℓ′m

(−1)mℓ̂ℓ̂′(ℓ0, ℓ′0|k0)

× (ℓm, ℓ′ − m|k0)(1m, ℓ − m|10)(1m, ℓ′ − m|10)

× ei(∆(1)
ℓ −∆(1)

ℓ′ )dεℓ,2pd
∗
εℓ′,2p. (8)

In accordance with the selection rules for angular momen- 56

tum and parity, the summation in (8) runs over ℓ = 0, 2 57

and ℓ′ = 0, 2 (at least one of ℓ or ℓ′ should be nonzero). 58

The second term in (7) originates from the absolute square 59

of the second-order amplitude and contributes for k = 2, 4: 60

β(2)
k =

η2

3N

∑

ℓℓ′m

(−1)mℓ̂ℓ̂′(ℓ0, ℓ′0|k0)(ℓm, ℓ′ − m|k0)

× ei(∆
(2)
ℓ −∆

(2)
ℓ′ )

×
∫∑

n,ℓn

(ℓnm, ℓ − m|10)(1m, ℓn − m|10)

× T (2)
En

dεℓ,nlndnℓn,2p

×
∫∑

n′,ℓ′n

(ℓ′nm, ℓ′ − m|10)(1m, ℓ′n − m|10)

× T (2)∗
En′ d∗εℓ′,n′ℓ′n

d∗n′ℓn′ ,2p. (9)

Here ℓn = 0, 2; ℓ = 1, 3; ℓ′ = 1, 3. The third term in (7) 61

represents the interference between the two amplitudes 62

and contributes for k = 1, 3: 63

β(12)
k = − 2η√

3N
Re
[∑

ℓℓ′m

ℓ̂ℓ̂′(ℓ0, ℓ′0|k0)(ℓm, ℓ′ − m|k0)

× ei(∆(1)
ℓ −∆(2)

ℓ′ )(1m, ℓ − m|10)T (1)dεℓ,2p

×
∫∑

n,ℓn

(−1)ℓn(ℓnm, ℓ′ − m|10)(1m, ℓn − m|10)

× T (2)∗
En

d∗εℓ′,nℓn
dnℓn,2p

]
, (10)

with ℓn = 0, 2; ℓ′n = 0, 2; ℓ = 1, 3; ℓ′ = 1, 3. Recall that 64

nonvanishing odd-rank anisotropy parameters such as β1 65

and β3 are responsible for a nonzero left-right asymme- 66

try (6). Thus, nonvanishing values of the asymmetry are 67

due to interference between one-photon and two-photon 68

ionization amplitudes. 69
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à The odd-rank anisotropy parameters are responsible for the PAD asymmetry.



Experimental Setup at FERMI (Trieste, Italy)

Results: The	delay	between	the	two	pulses	was	
controlled	to		a	precision	better	than	3.1	attoseconds
This	is	equivalent	to	controlling	the	phase	𝜙 to		high	
precision	[Prince	et	al.,	Nat.	Phot.	10	(2016) 176-179]
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à The	asymmetry	oscillates	as	a	function	of	
𝜙 as	predicted	theoretically.
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Introduction and Motivation

•Very short and intense laser pulses can be used to study the details of (valence) electron interactions
in atoms and molecules.

• Typical laser intensities in this field range from 1012 to 1015W/cm2.

• 1014W/cm2 is a million billion times
stronger than the radiation that the
Earth receives from the Sun directly
above us on a clear day.

• Such intensities can rip electrons away from
atoms in several ways:

–Multi-photon ionization

–Above-threshold ionization

– Field (tunnel) ionization

−1.51

−13.6 1s

2s 2p

3s 3p 3d
−0.85

−3.4

Energy (eV)

Photoelectric Effect

Above−Threshold Ionization

Multi−photon Ionization

Coherent Control [1,2]

•Two-pathway interference occurs when the final state can be reached by two paths.

• Two-pathway interference is one way to achieve “coherent control” of quantum phenomena.

• Femtosecond XUV pulses containing both the fundamental frequency and its second harmonic can
achieve coherent control through interference of two-photon and one-photon processes.

• For linearly polarized light, the asymmetry parameterA(0◦) determines the relative likelihood
for the electron going to the left or the right.

•With circularly polarized light, a “circular dichroism” (i.e., a dependence on the
relative helicities) can be studied.
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Numerical Method

•We use bichromatic Electric Fields of the form

E(t) = F (t) [cos(ωt) + η cos(2ωt + φ)] ẑ (linear polarization)

E(t) = F (t)
[

cos(ωt) x̂− sin(ωt) ŷ + η
{

cos(2ωt + φ) x̂ + H sin(2ωt + φ) ŷ
}]

(circular)

with a sin2 envelope function F (t) and helicity H = ±1 for the second harmonic.

•We solve the Time-Dependent Schrödinger Equation

ĤΨ(r, t) =

⎛

⎝−
∇2

2
−

1

r
+

√

4π

3
r

∑

q=0,±1

E∗q (t)Y1q(θ,ϕ)

⎞

⎠Ψ(r, t) = i
∂

∂t
Ψ(r, t)

where Eq(t) denotes the spherical components of the
electric field, with E0 = Ez for linear polarization and
E±1 = ∓(Ex ± iEy)/

√
2 for circular polarization.

•We propagate the initial wavefunction Ψ(r, t = 0) in
time using Finite Differences.

•We use the Crank-Nicolson Approximation

Ψ(r, t +∆t) ≈
1− iĤ∆t/2

1 + iĤ∆t/2
Ψ(r, t)
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Results for Atomic Hydrogen [4]

!"#$

 ! = 0.375"

!"#$

 ! = 0.410"

!"#$

 ! = 0.375"

!"#$

 ! = 0.410"

•We predict a strong dependence of the PAD on the mutual helicities.

Results for Neon [3]
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• The experiment at FERMI [3] was the first realization of quantum control with an FEL.

• The predicted Fano-like resonance shape of the asymmetry and the dependence on the
pulse delay were qualitatively confirmed.

Results for He+ [5]

Spectrum & Angular Distribution Circular Dichroism
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Experiment

•We obtain excellent agreement with experiment for both the photoelectron spec-
trum and angular distribution (which still suffers from some noise).

• The circular dichroism changes sign at an NIR intensity around 1.5·1012W/cm2.

Conclusions and Future Plans

•We have developed a numerical method to describe multi-color laser-atom interactions.

•We are constantly working on improving the efficiency of the code by optimizing the time-
propagation algorithm and the space-time grid.

•A direct comparison between experiment and theory is very difficult, due to lim-
itations on both sides — approximations needed by theory and major challenges in performing a
“clean” experiment with well-defined FEL pulses.

•Our He+ work is the first case where such a direct comparison became possible.

• Significant progress is expected in this rapidly developing field.
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Numerical Approach
• We	solve	the	Time-Dependent	Schrödinger	Equation	(TDSE) in	the	Single-

Active	Electron	(SAE)	approach:

• The wavefunction is expanded in spherical harmonics. We solve the system
of coupled equations using finite differences, split-operator method, series
expansion, Crank-Nicolson, matrix inversion, ..., in both the length and
velocity forms of the electric dipole operator, ...

• The numerical issues are by no means trivial, and we spent a lot of time to
ensure stability, accuracy, and efficiency.

• Our colleagues at Moscow State University (A.N. Grum-Grzhimailo, E.V.
Gryzlova, E.I. Staroselskaya) use time-dependent Perturbation Theory (PT)
to obtain the anisotropy parameters calculating the first-order (one-photon
absorption) and second-order (two-photon absorption) ionization
amplitudes.
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Fig. 1. ! + 2! ionization scheme by linearly polarized light
in neon with (2p53s)1P as the intermediate state in the single-
active-electron model (left) and both (2p53s) J = 1 states in
the multi-electron model (right). See text for details.

the target structure obtained from a multi-configuration
Hartree-Fock (MCHF) calculation and only a few inter-
mediate states accounted for in the second-order PT ion-
ization amplitude. Finally, we considered pulses with an
infinite number of cycles (PT-1) using a variationally
stable method [14–17], which e↵ectively accounts for all
intermediate states in the second-order PT ionization am-
plitude.

There exist two states, 2p5(2P3/2)3s and 2p5(2P1/2)3s,
with total angular momentum J = 1, which can be reached
via optically allowed transitions from the (2p6)1S0 initial
state. As previously mentioned, these states are relatively
well described in the LS-coupling scheme, since they have
predominant (93% [18,19]) 3P and 1P character, respec-
tively. Therefore, we employ the LS-coupling scheme no-
tations to label these states in the following development.

The ! + 2! process using (2p53s) J = 1 as inter-
mediate states is presented in Fig. 1. The scheme in the
one-electron model is shown on the left panel, where we
denote the electronic states by listing only the active elec-
tron. Therefore, the intermediate state (only the 1P state
is possible) is simply labelled 3s, and this notation will be
further used throughout the manuscript. One-photon ab-
sorption of the second harmonic produces s- and d-wave
photoelectrons, while two-photon absorption of the fun-
damental produces p- and f -wave photoelectrons. In the
multi-electron model (right panel of Fig. 1), these waves
couple to the residual ionic state to make the symme-
tries indicated at the top. The intermediate 3P1 and 1P1

states, corresponding to the 2p ! 3s one-electron excita-
tion, have, respectively, 16.67 eV and 16.85 eV excitation
energies [19]. Since only 1P1 can be e�ciently excited, and
it is well separated from other optically allowed states, it
enables us to treat the e↵ect of an “almost” isolated reso-
nance. Consequently, it represents an excellent situation,
with a minimum of additional complications, to compare

results obtained by di↵erent models in a multi-electron
system.

This manuscript is organized as follows. In the next
section, we introduce our theoretical models, while Sect. 3
is devoted to the presentation and analysis of our results.
Finally, Sect. 4 contains our conclusions and perspectives
for the future. Unless indicated otherwise, atomic units
are used throughout this manuscript.

2 Theoretical approach

We consider a linearly polarized electric field of the form

E(t) = F (t) [cos!t+ ⌘ cos(2!t+ �)] , (1)

where ⌘ represents the amplitude ratio between the har-
monics, � is the carrier envelope phase (CEP) of the sec-
ond harmonic, and F (t) is the envelope function. We em-
ploy the commonly used sine-squared envelope F (t) =
F0 sin

2(⌦t), where ⌦ = !/2N , with N � 1 denoting the
number of optical cycles.

The details of our TDSE approach can be found in [10,
13,20]. The present TDSE calculations di↵er from our pre-
vious ones for electrons initially in an s-orbital in that we
now independently propagate the electronic wave packets
initially in the 2p (m = 0,±1) orbitals and then average
the results over the magnetic quantum numbers m to sim-
ulate an isotropic initial 2p6 (1S) state. Here we only show
briefly the main steps in the PT approach and describe
the physical models.

In second-order PT, the PAD for an initially unpolar-
ized atom is given by

dW

d⌦

=
C

2J0 + 1

X

M0µ
JfMf

���⌘U (1)
J0M0;JfMf ,kµ

+ U

(2)
J0M0;JfMf ,kµ

���
2
,

(2)
where k is the linear momentum and µ the spin component
of the photoelectron, respectively; J0 is the initial total
electronic angular momentum with projection M0; Mf is
the projection of the residual ionic angular momentum Jf ;
C is a normalization coe�cient that is independent of the
transition matrix elements and not relevant for our fur-
ther derivations. In Eq. (2) we summed over Jf , assuming
incoherently excited fine-structure levels of the residual
ion.

We choose the quantization z-axis along the electric
field of the laser beams. In the dipole approximation, the
ionization amplitudes are given by

U

(1)
J0M0;JfMf ,kµ

= �ihJfMf ,kµ(�) |Dz | J0M0iT (1)
, (3)

U

(2)
J0M0;JfMf ,kµ

= �
ZX

n

hJfMf ,kµ(�) |Dz | ⇣nJnMni

⇥ h⇣nJnMn |Dz | J0M0iT (2)
En

. (4)

Here Dz =
P

i dz,i =
P

i zi is the z-component of the
dipole operator, where the summation is taken over all
atomic electrons, and the sum (integral) in (4) is taken

TDSE PT• We use the two (2p53s) J=1
states as stepping stones to
enhance two-photon absorption.

• The TDSE calculations employ
a one-electron model (no fine-
structure), whereas PT uses a
multi-electron model.

• LS-coupling à Only one state
can be significantly excited.

• Using PT we can obtain analytical expressions for the angular distribution
and the anisotropy parameters 𝛽1, 𝛽2, 𝛽3, and 𝛽4. This allows us to scan
the parameter space efficiently
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the target structure obtained from a multi-configuration
Hartree-Fock (MCHF) calculation and only a few inter-
mediate states accounted for in the second-order PT ion-
ization amplitude. Finally, we considered pulses with an
infinite number of cycles (PT-1) using a variationally
stable method [14–17], which e↵ectively accounts for all
intermediate states in the second-order PT ionization am-
plitude.

There exist two states, 2p5(2P3/2)3s and 2p5(2P1/2)3s,
with total angular momentum J = 1, which can be reached
via optically allowed transitions from the (2p6)1S0 initial
state. As previously mentioned, these states are relatively
well described in the LS-coupling scheme, since they have
predominant (93% [18,19]) 3P and 1P character, respec-
tively. Therefore, we employ the LS-coupling scheme no-
tations to label these states in the following development.

The ! + 2! process using (2p53s) J = 1 as inter-
mediate states is presented in Fig. 1. The scheme in the
one-electron model is shown on the left panel, where we
denote the electronic states by listing only the active elec-
tron. Therefore, the intermediate state (only the 1P state
is possible) is simply labelled 3s, and this notation will be
further used throughout the manuscript. One-photon ab-
sorption of the second harmonic produces s- and d-wave
photoelectrons, while two-photon absorption of the fun-
damental produces p- and f -wave photoelectrons. In the
multi-electron model (right panel of Fig. 1), these waves
couple to the residual ionic state to make the symme-
tries indicated at the top. The intermediate 3P1 and 1P1

states, corresponding to the 2p ! 3s one-electron excita-
tion, have, respectively, 16.67 eV and 16.85 eV excitation
energies [19]. Since only 1P1 can be e�ciently excited, and
it is well separated from other optically allowed states, it
enables us to treat the e↵ect of an “almost” isolated reso-
nance. Consequently, it represents an excellent situation,
with a minimum of additional complications, to compare

results obtained by di↵erent models in a multi-electron
system.

This manuscript is organized as follows. In the next
section, we introduce our theoretical models, while Sect. 3
is devoted to the presentation and analysis of our results.
Finally, Sect. 4 contains our conclusions and perspectives
for the future. Unless indicated otherwise, atomic units
are used throughout this manuscript.

2 Theoretical approach

We consider a linearly polarized electric field of the form

E(t) = F (t) [cos!t+ ⌘ cos(2!t+ �)] , (1)

where ⌘ represents the amplitude ratio between the har-
monics, � is the carrier envelope phase (CEP) of the sec-
ond harmonic, and F (t) is the envelope function. We em-
ploy the commonly used sine-squared envelope F (t) =
F0 sin

2(⌦t), where ⌦ = !/2N , with N � 1 denoting the
number of optical cycles.

The details of our TDSE approach can be found in [10,
13,20]. The present TDSE calculations di↵er from our pre-
vious ones for electrons initially in an s-orbital in that we
now independently propagate the electronic wave packets
initially in the 2p (m = 0,±1) orbitals and then average
the results over the magnetic quantum numbers m to sim-
ulate an isotropic initial 2p6 (1S) state. Here we only show
briefly the main steps in the PT approach and describe
the physical models.

In second-order PT, the PAD for an initially unpolar-
ized atom is given by

dW

d⌦

=
C

2J0 + 1

X

M0µ
JfMf

���⌘U (1)
J0M0;JfMf ,kµ

+ U

(2)
J0M0;JfMf ,kµ

���
2
,

(2)
where k is the linear momentum and µ the spin component
of the photoelectron, respectively; J0 is the initial total
electronic angular momentum with projection M0; Mf is
the projection of the residual ionic angular momentum Jf ;
C is a normalization coe�cient that is independent of the
transition matrix elements and not relevant for our fur-
ther derivations. In Eq. (2) we summed over Jf , assuming
incoherently excited fine-structure levels of the residual
ion.

We choose the quantization z-axis along the electric
field of the laser beams. In the dipole approximation, the
ionization amplitudes are given by

U

(1)
J0M0;JfMf ,kµ

= �ihJfMf ,kµ(�) |Dz | J0M0iT (1)
, (3)

U
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J0M0;JfMf ,kµ

= �
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hJfMf ,kµ(�) |Dz | ⇣nJnMni

⇥ h⇣nJnMn |Dz | J0M0iT (2)
En
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Here Dz =
P

i dz,i =
P

i zi is the z-component of the
dipole operator, where the summation is taken over all
atomic electrons, and the sum (integral) in (4) is taken

TDSE PT• We use the two (2p53s) J=1
states as stepping stones to
enhance two-photon absorption.

• The TDSE calculations employ
a one-electron model (no fine-
structure), whereas PT uses a
multi-electron model.

• LS-coupling à Only one state
can be significantly excited.

• Using PT we can obtain analytical expressions for the angular distribution
and the anisotropy parameters 𝛽1, 𝛽2, 𝛽3, and 𝛽4. This allows us to scan
the parameter space efficiently.

• Consequently, it is very important to know whether PT is reliable.



• We consider pulses of the form with sine-squared pulse
envelope F(t) and fundamental peak intensity 𝙸 = 1012W/cm2.
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as a function of time. Results are shown for two di↵erent sets
of pulse parameters. The fundamental frequency ! is either
in resonance with the 3s intermediate state (� = 0.0 eV), or
slightly detuned (� = 0.036 eV).

and ⇧2, and for two di↵erent detunings � of the funda-
mental frequency.

The results behave in a predictable way. Focusing first
on the resonant case (� = 0.0 eV), it is seen that the
system does not even carry out half a Rabi oscillation
for ⇧1, whereas, for the longer pulse ⇧2, the system is
close to have undergone one complete such oscillation. In
both cases the 3s population can reach large values, rep-
resenting at their maximum, respectively, 51% and 66% of
the total probability for ⇧1 and ⇧2. Note, however, that
a significant occupation of the 3s state occurs on rather
di↵erent time scales for both pulses. For example, the pop-
ulation of the 3s state is larger than 0.2 for only 30 fs dur-
ing the pulse ⇧1, but for more than 70 fs during ⇧2. In
the detuned case (� = 0.036 eV), the 3s population de-
creases by slightly more than half for ⇧1 in comparison
with the resonant case, whereas the population is dras-
tically diminished for ⇧2. This characteristic is readily
understood: Since the spectral spread of ⇧2 is about half
that of ⇧1, the potential to drive an e�cient population
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Fig. 3. TDSE results for ionization to partial s-, p-, and
d-waves, as well as total ionization at the main photoelectron
line, for the ⇧1 and ⇧2 pulses.

transfer decreases faster with increased detuning for ⇧2

than for ⇧1.

Turning now to the analysis of the ionization process,
we present in Fig. 3 the partial-wave contributions for s-,
p-, and d-waves, and the total ionization probability, at the
main photoelectron line, for both pulses. Out of resonance,
both pulses exhibit similar characteristics, although ion-
ization is of course much more likely for the ⇧2 since (i) it
is a longer pulse and (ii) the strength of the second har-
monic is ten times larger than for ⇧1. In addition, the
ionization out of resonance is strongly dominated by the
d-wave, representing more than 90% of the total ionization
probability in both cases.

On the other hand, one clearly observes two drasti-
cally di↵erent situations near resonance for each pulse. In
the first case (⇧1), while the second harmonic is weak at
the resonance, the resonant p-wave ionization represents
a large part of the (small) total ionization probability.
Note that the p-wave and d-wave contributions are nearly
equal at resonance. Consequently, a strong peak appears in
the ionization spectrum when the fundamental frequency
spans the resonance. In the second case (⇧2), the sec-
ond harmonic is so strong that the background d-wave
ionization strongly dominates the resonant p-wave ioniza-
tion. Since both d-wave and s-wave partial-wave ionization
probabilities also decrease significantly at the resonance,
the total ionization probability barely reveals a fingerprint
of the resonance, apart from a small quenching. The dip
in the partial s-wave and d-wave ionization probabilities
for ⇧2 at resonance is readily explained by the fact that
the 2p orbital is strongly depleted over time by e�cient
pumping from 2p to 3s via the fundamental frequency.

The calculated TDSE and PT values of the anisotropy
parameters, introduced in Eq. (5), are presented in Fig. 4
for ionization via ⇧1. We only show �k for k  4, since
for the comparatively weak fields considered here, i.e., in
the multi-photon regime, they represent the only signif-
icant nonvanishing elements. We observe an overall sat-
isfactory agreement between the TDSE and PT results.
The odd-rank anisotropy parameters, presented for both
cases of � = 0 and � = ⇡/2, exhibit an asymmetric Fano-
like profile near resonance. Even far from resonance, �1

and �3 assume nonnegligible values due to the spectral
spread of ⇧1. The anisotropy parameter �2 peaks at res-
onance according to the increase in p-wave ionization (see
Eq. (16)), while �4 becomes negligible everywhere. Note
that the finite pulse duration leads not only to the broad-
ening of the profile of the �1 and �3 parameters, but also
to an energy shift of their zero crossing (see Eqs. (15)
and (17)) from the resonance position.

The asymmetry of the PAD can be controlled by vary-
ing the relative CEP � between the two harmonics, as
demonstrated experimentally in Ref. [11]. In Fig. 5, we
show the expected sinusoidal behavior of the odd-rank
anisotropy parameters, as well as the asymmetry A(0) (see
Eq. (6)), as a function of � for the fundamental frequency
! of the pulse ⇧1 in resonance with the 1

P1 intermediate
state. Since both �1 and �3 vanish in PT-1 (see Eqs. (15)
and (17)), we only show results obtained in the TDSE and

Theoretical Predictions
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Fig. 1. ! + 2! ionization scheme by linearly polarized light
in neon with (2p53s)1P as the intermediate state in the single-
active-electron model (left) and both (2p53s) J = 1 states in
the multi-electron model (right). See text for details.

the target structure obtained from a multi-configuration
Hartree-Fock (MCHF) calculation and only a few inter-
mediate states accounted for in the second-order PT ion-
ization amplitude. Finally, we considered pulses with an
infinite number of cycles (PT-1) using a variationally
stable method [14–17], which e↵ectively accounts for all
intermediate states in the second-order PT ionization am-
plitude.

There exist two states, 2p5(2P3/2)3s and 2p5(2P1/2)3s,
with total angular momentum J = 1, which can be reached
via optically allowed transitions from the (2p6)1S0 initial
state. As previously mentioned, these states are relatively
well described in the LS-coupling scheme, since they have
predominant (93% [18,19]) 3P and 1P character, respec-
tively. Therefore, we employ the LS-coupling scheme no-
tations to label these states in the following development.

The ! + 2! process using (2p53s) J = 1 as inter-
mediate states is presented in Fig. 1. The scheme in the
one-electron model is shown on the left panel, where we
denote the electronic states by listing only the active elec-
tron. Therefore, the intermediate state (only the 1P state
is possible) is simply labelled 3s, and this notation will be
further used throughout the manuscript. One-photon ab-
sorption of the second harmonic produces s- and d-wave
photoelectrons, while two-photon absorption of the fun-
damental produces p- and f -wave photoelectrons. In the
multi-electron model (right panel of Fig. 1), these waves
couple to the residual ionic state to make the symme-
tries indicated at the top. The intermediate 3P1 and 1P1

states, corresponding to the 2p ! 3s one-electron excita-
tion, have, respectively, 16.67 eV and 16.85 eV excitation
energies [19]. Since only 1P1 can be e�ciently excited, and
it is well separated from other optically allowed states, it
enables us to treat the e↵ect of an “almost” isolated reso-
nance. Consequently, it represents an excellent situation,
with a minimum of additional complications, to compare

results obtained by di↵erent models in a multi-electron
system.

This manuscript is organized as follows. In the next
section, we introduce our theoretical models, while Sect. 3
is devoted to the presentation and analysis of our results.
Finally, Sect. 4 contains our conclusions and perspectives
for the future. Unless indicated otherwise, atomic units
are used throughout this manuscript.

2 Theoretical approach

We consider a linearly polarized electric field of the form

E(t) = F (t) [cos!t+ ⌘ cos(2!t+ �)] , (1)

where ⌘ represents the amplitude ratio between the har-
monics, � is the carrier envelope phase (CEP) of the sec-
ond harmonic, and F (t) is the envelope function. We em-
ploy the commonly used sine-squared envelope F (t) =
F0 sin

2(⌦t), where ⌦ = !/2N , with N � 1 denoting the
number of optical cycles.

The details of our TDSE approach can be found in [10,
13,20]. The present TDSE calculations di↵er from our pre-
vious ones for electrons initially in an s-orbital in that we
now independently propagate the electronic wave packets
initially in the 2p (m = 0,±1) orbitals and then average
the results over the magnetic quantum numbers m to sim-
ulate an isotropic initial 2p6 (1S) state. Here we only show
briefly the main steps in the PT approach and describe
the physical models.

In second-order PT, the PAD for an initially unpolar-
ized atom is given by

dW

d⌦

=
C

2J0 + 1

X

M0µ
JfMf

���⌘U (1)
J0M0;JfMf ,kµ

+ U

(2)
J0M0;JfMf ,kµ

���
2
,

(2)
where k is the linear momentum and µ the spin component
of the photoelectron, respectively; J0 is the initial total
electronic angular momentum with projection M0; Mf is
the projection of the residual ionic angular momentum Jf ;
C is a normalization coe�cient that is independent of the
transition matrix elements and not relevant for our fur-
ther derivations. In Eq. (2) we summed over Jf , assuming
incoherently excited fine-structure levels of the residual
ion.

We choose the quantization z-axis along the electric
field of the laser beams. In the dipole approximation, the
ionization amplitudes are given by

U

(1)
J0M0;JfMf ,kµ

= �ihJfMf ,kµ(�) |Dz | J0M0iT (1)
, (3)

U

(2)
J0M0;JfMf ,kµ

= �
ZX

n

hJfMf ,kµ(�) |Dz | ⇣nJnMni

⇥ h⇣nJnMn |Dz | J0M0iT (2)
En

. (4)

Here Dz =
P

i dz,i =
P

i zi is the z-component of the
dipole operator, where the summation is taken over all
atomic electrons, and the sum (integral) in (4) is taken
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Fig. 4. Anisotropy parameters �1, �2, �3, and �4, as a function
of the fundamental frequency, for the pulse ⇧1. Results are
presented from both the TDSE (solid lines) and PT (dashed
lines) approaches, and for CEPs � = 0 and � = ⇡/2 for �1

and �3. The left and right vertical lines indicate the energy
positions of the two 2p53s states with J = 1 and predominant
triplet and singlet character, respectively.

PT models. We note that the maximum amplitude of �3 is
only slightly larger than the one of �1 in both models, i.e.,
the CEP-dependence of the asymmetry A(0) is governed
almost equally by the contributions of �1 and �3. Fur-
thermore, the asymmetry varies between values close to
the extremes of ±1, thereby demonstrating that the pro-
posed scheme could, in principle, also be demonstrated
experimentally using 3s as intermediate state.

There are two principal reasons for the small discrep-
ancies between the TDSE and PT results. To begin with,
they can be attributed to the di↵erent electronic struc-
ture models in each approach. Recall that the PT model
uses a multi-electron MCHF description, while the solu-
tions of the TDSE are obtained from a SAE potential. On
the other hand, it was shown that the population of the
3s state can reach nonnegligible values, thus questioning
the applicability of the PT approach. Despite these dif-
ferences, the overall satisfactory agreement obtained be-
tween the results from these two treatments suggests that
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Fig. 5. TDSE (solid line) and PT (dashed line) predictions for
the �1 and �3 anisotropy parameters, and the asymmetry A(0),
as a function of the relative phase �. The results are computed
for the pulse ⇧1 in resonance with the intermediate 1P1 state.

the principal physics of the ! + 2! process is properly
accounted for in both approaches.

The calculated anisotropy parameters associated with
ionization by the pulse ⇧2 are presented in Fig. 6. Since
the pulse is longer, the width of the resonance profile is
significantly narrower. As a result, the anisotropy parame-
ters vary less and assume small values as the fundamental
frequency is detuned from resonance. The small e↵ect of
the other 3s state at 16.67 eV can actually be noticed in
the PT results. Recall that this state is not included in the
TDSE calculations. The values of �1 and �3 from TDSE
and PT agree well for detunings � � 0.1 eV. On the other
hand, far from resonance, the �2’s calculated in each ap-
proach exhibit a small discrepancy from each other, pre-
sumably due to the di↵erent structure models employed.
Here one can directly compare with experimental data to
assess the validity of the results. At ! = 16.6 eV, i.e.,
at 11.6 eV photoelectron energy, the values of �2, which
are barely a↵ected by resonance e↵ects, are 0.72, 0.53,
and 0.60, respectively, for TDSE, PT, and PT-1. At the
same photoelectron energy a few groups [26–28] measured
values of �2 in the interval approximately from 0.50 to
0.63, essentially consistent with the predictions from all
three models used in our study. The latter also agree with
Hartree-Fock [29] and RPAE [30] calculations (see also the
compilations in [31,32]). Although it is di�cult to pinpoint
why the TDSE model slightly overestimates the value of
�2, a likely reason is the fact that electron correlations are
not included in this model.

Analyzing the results near resonance in Fig. 6, we ob-
serve that the TDSE and PT results do not agree as well
as for the shorter pulse ⇧1, even though the general trend
looks similar. There is, however, an explanation for this
discrepancy. It can be understood by focusing first on the
behavior of �4. There are two reasons for nonvanishing val-
ues of �4. The first one is direct two-photon ionization into
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Fig. 6. Same as Fig. 4 for the pulse ⇧2.

the f -wave channel. However, f -wave ionization is almost
negligible in all calculations presented in this work, and
hence interference of the p- and f - amplitudes only pro-
duces small nonzero �4 values, which are visible in Fig. 4
in the TDSE calculation and also below in Fig. 8. A sec-
ond, indirect reason for nonzero �4 values in the present
situation is the following: While the second harmonic ion-
izes neon, the fundamental frequency depletes the 2p state
over time, especially in the long ⇧2 pulse. However, only
the m = 0 magnetic component of the 2p state can be
pumped to the 3s state by the fundamental. As a conse-
quence of the depletion of this sublevel, the second har-
monic ionizes an “aligned” 2p state, thus leading to sig-
nificant nonvanishing values of �4. In our implementation
of nonstationary PT, �4 ⇡ 0 as a result of cancellation
of terms associated with di↵erent d-wave components of
a photoelectron emitted from an initially unpolarized tar-
get. The second e↵ect, therefore, cannot be accounted for
in PT. This explains most of the observed di↵erences be-
tween the results from the two approaches.

It is also interesting to visualize the three-dimensional
PAD for the two pulses considered. Figure 7 shows the
PAD at the resonant frequency (! = 16.85 eV) and for
small positive (! = 16.88 eV) and negative (! = 16.81 eV)
detunings. For both pulses, the direction of maximum

Fig. 7. Calculated PADs in the TDSE approach for the
pulse ⇧1 (top panels) and ⇧2 (bottom panels), at three dif-
ferent fundamental frequencies ! for � = 0. The z-axis points
upwards through the centers of the panels, as indicated in the
top left panel. The distance from the center to a point on the
surface is proportional to the probability density for the elec-
tron to be ejected along this direction.

emission along the electric field switches while passing
through the resonance. The asymmetry of the PAD is rel-
atively large at the three considered frequencies for ⇧1.
On the other hand, this asymmetry is less pronounced
for ⇧2 due to the important contribution from �4, and
the smaller contributions from �1 and �3. The maximum
electron emission forms an angle of about 145� with the
electric field at the resonance.

The results of the stationary PT-1 model are pre-
sented in Fig. 8 for both amplitude ratios ⌘ = 0.1 and
⌘ =

p
0.1. The di↵erent anisotropy parameters vary ac-

cording to the parametric forms given in Sect. 2. Account-
ing e↵ectively for all intermediate states allows incorporat-
ing f -wave ionization more accurately in the PT-1 model
than in non-stationary PT. As a result, nonzero, but still
small �4 values appear.

As predicted, the resonance profile is rather sharp for
N = 1 and the corresponding resonance would be broader
for smaller ⌘, as seen in Eq. (19). Other features predicted
by Eqs. (15)–(22) are very well seen: the odd-rank asym-
metry parameters go to zero at the resonance while �2 ⇡ 2
due to resonant excitation of the intermediate 3s state; the
amplitude of variations of �k (k = 1, 2, 3) are independent
of ⌘. Some of the strong variations of the anisotropy pa-
rameters are most likely exaggerated, since in this specific
case the population of the 3s state assumes significant
values, thereby preventing an accurate description based
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the f -wave channel. However, f -wave ionization is almost
negligible in all calculations presented in this work, and
hence interference of the p- and f - amplitudes only pro-
duces small nonzero �4 values, which are visible in Fig. 4
in the TDSE calculation and also below in Fig. 8. A sec-
ond, indirect reason for nonzero �4 values in the present
situation is the following: While the second harmonic ion-
izes neon, the fundamental frequency depletes the 2p state
over time, especially in the long ⇧2 pulse. However, only
the m = 0 magnetic component of the 2p state can be
pumped to the 3s state by the fundamental. As a conse-
quence of the depletion of this sublevel, the second har-
monic ionizes an “aligned” 2p state, thus leading to sig-
nificant nonvanishing values of �4. In our implementation
of nonstationary PT, �4 ⇡ 0 as a result of cancellation
of terms associated with di↵erent d-wave components of
a photoelectron emitted from an initially unpolarized tar-
get. The second e↵ect, therefore, cannot be accounted for
in PT. This explains most of the observed di↵erences be-
tween the results from the two approaches.

It is also interesting to visualize the three-dimensional
PAD for the two pulses considered. Figure 7 shows the
PAD at the resonant frequency (! = 16.85 eV) and for
small positive (! = 16.88 eV) and negative (! = 16.81 eV)
detunings. For both pulses, the direction of maximum

Fig. 7. Calculated PADs in the TDSE approach for the
pulse ⇧1 (top panels) and ⇧2 (bottom panels), at three dif-
ferent fundamental frequencies ! for � = 0. The z-axis points
upwards through the centers of the panels, as indicated in the
top left panel. The distance from the center to a point on the
surface is proportional to the probability density for the elec-
tron to be ejected along this direction.

emission along the electric field switches while passing
through the resonance. The asymmetry of the PAD is rel-
atively large at the three considered frequencies for ⇧1.
On the other hand, this asymmetry is less pronounced
for ⇧2 due to the important contribution from �4, and
the smaller contributions from �1 and �3. The maximum
electron emission forms an angle of about 145� with the
electric field at the resonance.

The results of the stationary PT-1 model are pre-
sented in Fig. 8 for both amplitude ratios ⌘ = 0.1 and
⌘ =

p
0.1. The di↵erent anisotropy parameters vary ac-

cording to the parametric forms given in Sect. 2. Account-
ing e↵ectively for all intermediate states allows incorporat-
ing f -wave ionization more accurately in the PT-1 model
than in non-stationary PT. As a result, nonzero, but still
small �4 values appear.

As predicted, the resonance profile is rather sharp for
N = 1 and the corresponding resonance would be broader
for smaller ⌘, as seen in Eq. (19). Other features predicted
by Eqs. (15)–(22) are very well seen: the odd-rank asym-
metry parameters go to zero at the resonance while �2 ⇡ 2
due to resonant excitation of the intermediate 3s state; the
amplitude of variations of �k (k = 1, 2, 3) are independent
of ⌘. Some of the strong variations of the anisotropy pa-
rameters are most likely exaggerated, since in this specific
case the population of the 3s state assumes significant
values, thereby preventing an accurate description based



Using 2p54s as Intermediate States (tough)
• Experimentally, the two (2p54s) J=1 states were used as intermediate states.

This complicates the situation due to:
1) Strong mixture of triplet and singlet in the 4s and 4s’ states.
2) Presence of the 3d states in the vicinity and close-lying to the continuum.

• The maximum amplitude and associated phase of the asymmetry were
determined by fitting the data to A(𝜔,𝜙) = Amax(𝜔) cos (𝜙-𝜙max(𝜔))

E.	Gryzlova et	al.,	in	preparation	(2019)
G.	Sansone et	al.,	“private	communication”
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FIG. 4. Maximal asymmetry as a function of photon energy and
pulse duration for I = 1012 W/cm2 and η = 0.1.

amplitude ratio η defined in Eq. (1), i.e., the admixture of
the second harmonic. If PT is valid and an intermediate state
is isolated, there are two possible regimes. In the first one,
increasing η narrows the profile of the odd-rank anisotropy
parameters β1 and β3, and hence of the asymmetry (see
Eqs. (23) and (30) of [55]). In the second one, increasing
η reduces the asymmetry amplitude. The transition between
the two regimes occurs when the width of the asymme-
try profile becomes smaller than the spectral width of the
pulse.

Choosing, for example, our pulse parameters as I =
1012 W/cm2 and N = 500, we observe the first regime for
3s ′ and the transition from the first to the second regime for
4s ′ (cf. Fig. 5). Thus, whereas we can realize coherent control
for various η values for 3s ′ (from 0.001 to 1, see Fig. (9b)
in [52]), our models predict optimal values of η = 0.02 (PT)
and η = 0.04 (TDSE) for 4s ′. Also note that there are no

FIG. 5. Maximal asymmetry as a function of the fundamental
energy ω and the ratio η of the second harmonic strength for
I = 1012 W/cm2 and N = 500.
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FIG. 6. Ratio of signals (angle-integrated) produced by the fun-
damental (WII ) and the second harmonic (WI ) as a function of the
peak intensity. The fundamental frequency is at (detuning $ = 0) or
close to ($ = 0.1 eV) resonant excitation of the 4s ′ state. The other
pulse parameters are N = 500 and η = 0.1.

good conditions for observing significant interference near
the lower 4s component: If η is large enough to resolve 4s
from 4s ′, the interference is already too weak, and it becomes
weaker with increasing η. Increasing the peak intensity I is
effectively equivalent to decreasing η2, i.e., decreasing the
relative intensity of the second harmonic. By keeping the ratio√

I/η constant, therefore, one can expect approximately the
same asymmetry for different intensities.

The situation changes drastically when PT is no longer
valid. Then Rabi oscillations between the ground and the
intermediate states arise, and the Autler-Townes splitting
caused by the strong fundamental decreases the overlap of the
signals produced by the two harmonics. This, in turn, reduces
the asymmetry and thus prevents effective quantum control of
the system.

Furthermore, ionization of the system becomes saturated at
high intensities [46]. As seen in Fig. 6, until a peak intensity
of about 1013 W/cm2, our TDSE calculations predict the
angle-integrated ratio W (II )/W (I ) (fundamental over second
harmonic) to increase in a similar way with increasing peak
intensity without ($ = 0) and with small ($ = 0.1 eV) detun-
ing, with the latter being about an order of magnitude smaller
than for the resonant case. Above I = 1013 W/cm2, however,
the ratio without detuning exhibits a kink, and by 1014 W/cm2,
the detuning no longer affects the ratio.

The above saturation effect, however, is not reached until a
much higher peak intensity than predicted in a previous paper
(cf. Fig. 2 of [46]), even though the potential used in our TDSE
calculation gives bound-bound matrix elements that are about
a factor of 2 larger than those of [46]. We believe that the
early saturation is the result of the few-level model used in
[46], where direct two-photon transitions (primarily into the f
wave) were omitted. As mentioned above, and confirmed by
our TDSE calculations, these transitions are as important as the
resonance transitions already for a detuning as small as 0.1 eV.
Consequently, for the peak intensities around 1012 W/cm2

considered in the present paper, the saturation effect is not
expected to play a significant role that would invalidate the
principal conclusions.
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good conditions for observing significant interference near
the lower 4s component: If η is large enough to resolve 4s
from 4s ′, the interference is already too weak, and it becomes
weaker with increasing η. Increasing the peak intensity I is
effectively equivalent to decreasing η2, i.e., decreasing the
relative intensity of the second harmonic. By keeping the ratio√

I/η constant, therefore, one can expect approximately the
same asymmetry for different intensities.

The situation changes drastically when PT is no longer
valid. Then Rabi oscillations between the ground and the
intermediate states arise, and the Autler-Townes splitting
caused by the strong fundamental decreases the overlap of the
signals produced by the two harmonics. This, in turn, reduces
the asymmetry and thus prevents effective quantum control of
the system.

Furthermore, ionization of the system becomes saturated at
high intensities [46]. As seen in Fig. 6, until a peak intensity
of about 1013 W/cm2, our TDSE calculations predict the
angle-integrated ratio W (II )/W (I ) (fundamental over second
harmonic) to increase in a similar way with increasing peak
intensity without ($ = 0) and with small ($ = 0.1 eV) detun-
ing, with the latter being about an order of magnitude smaller
than for the resonant case. Above I = 1013 W/cm2, however,
the ratio without detuning exhibits a kink, and by 1014 W/cm2,
the detuning no longer affects the ratio.

The above saturation effect, however, is not reached until a
much higher peak intensity than predicted in a previous paper
(cf. Fig. 2 of [46]), even though the potential used in our TDSE
calculation gives bound-bound matrix elements that are about
a factor of 2 larger than those of [46]. We believe that the
early saturation is the result of the few-level model used in
[46], where direct two-photon transitions (primarily into the f
wave) were omitted. As mentioned above, and confirmed by
our TDSE calculations, these transitions are as important as the
resonance transitions already for a detuning as small as 0.1 eV.
Consequently, for the peak intensities around 1012 W/cm2

considered in the present paper, the saturation effect is not
expected to play a significant role that would invalidate the
principal conclusions.
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Figure 5. Energy dependence of the asymmetry A(0�) for Ne as a function of the relative phase between the harmonics, for
f = 0 (a) and f =�p/4 (b), as predicted by the PT-LS (blue dashed curve), PT-J (red dash-dotted curve) and TDSE (black
solid curve) models. The pulse parameters are the same as in Fig. 4. The energies of the fine-structure intermediate states are
marked by the vertical lines.
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These	parameters	may	be	more	realistic,	but	it	is	still	virtually	impossible	to	directly	compare	
experiment	and	theory;	what	theory	can	handle	is	too	difficult	for	experiment	— and	vice	versa.

N	=	250	
h =	0.02155
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FIG. 1. Scheme of the ω + 2 ω + "0 process in neon in the
dipole approximation. The ionization is caused by the fundamental
and second harmonics (solid blue arrows) of an XUV pulse whose
fundamental frequency ω is tuned near the 2p → 3s transition.
The overlapping IR field induces ATI (small red arrows) transitions
leading to sidebands in the spectrum. Only s, p, and d waves are
displayed, although higher partial waves can contribute. Dashed
arrows represent additional paths created when the IR frequency is
tuned near the 3s → 3p transition (see text).

emitted in the ATI process, and n > 0 is the band order. By
definition, ML is the zeroth-order band.

Although only s, p, and d waves are shown in Fig. 1,
higher partial waves also contribute increasingly with higher
IR intensity. The differences in the relative contributions of
partial waves lead to distinct PADs at the different sidebands.
Such dissimilarities may become particularly pronounced in
the extreme situation where the IR frequency is tuned to a
nearby electronic state. Such a situation is shown in Fig. 1
where the IR frequency is set in resonance with the 3s → 3p
one-electron transition, thus creating a pathway to ML and
enhancing a “non-ATI” pathway for ionization towards the

2ω
ω + ω

Ωο =  

FIG. 2. Example of a photoelectron spectrum showing the differ-
ent sidebands associated with the minimum number of absorbed or
emitted photons.

lowest high-energy sideband. As shown below, this pathway
can provide additional control on the PADs at different electron
kinetic energies.

The weak-field (η0 ≪ 1) characteristics of the different
sidebands can be obtained from lowest-order perturbation
theory [37,38]. Describing the process at higher intensities
requires further expansion of the ionization amplitude into
a Born series including higher-order terms. However, such
an expansion would necessitate the computation of free-free
transition dipole moments, which are notoriously difficult to
evaluate [39–41]. On the contrary, the Keldysh-Faisal-Reiss
theory [42–45] in the strong-field approximation (SFA) can be
used to evaluate characteristics of the ionization amplitude at
the different sidebands, as recently demonstrated by Kazansky
et al. [46] and also described by Bauer [47,48] for strong-field
photoionization by a circularly polarized laser field. Therefore,
we use the SFA to describe the ATI process in the following
development.

The next section provides a description of the numerical
approach employed to solve the time-dependent Schrödinger
equation (TDSE) and the SFA theoretical framework. In
Sec. III, we present our theoretical and numerical results and
discuss the principal outcomes of the study. Section IV is
devoted to our conclusions.

Unless otherwise indicated, atomic units are used through-
out this paper.

II. THEORY

Within the dipole approximation, the PAD is axially
symmetric with respect to the direction of linear polarization
and is of the general form

dW

d"
= W0

4π

[

1 +
∞∑

k=1

βkPk(cos θ )

]

, (3)

where d" represents the solid-angle element for a photoelec-
tron emitted into the direction defined by (θ,φ), W0 is the
angle-integrated ionization probability, Pk(cos θ ) are Legendre
polynomials, and βk are anisotropy parameters. Although not
explicitly shown in Eq. (3), the angular distribution, ionization
probability, and anisotropy parameters depend on the electron
kinetic energy ε. One can obtain anisotropy parameters
associated with a given band by computing their averaged
value P−1

∫
βkW0dε over the energy range spanned by the

band, with its ionization probability given by P =
∫

W0dε.
The left-right asymmetry is defined as

A(0◦) = W (0◦) − W (180◦)
W (0◦) + W (180◦)

, (4)

where W (θ ) is the ionization signal in the θ direction. The
left-right asymmetry can readily be expressed in terms of the
anisotropy parameters as [49]

A(0◦) =
∑∞

k=0 β2k+1

1 +
∑∞

k=1 β2k

. (5)

One clearly sees that only the odd-rank anisotropy parameters
are responsible for the asymmetry of the PAD. In second-
order time-dependent perturbation theory (PT), the PAD (3) is
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We consider the ionization of neon induced by a femtosecond laser pulse composed of overlapping,
linearly polarized bichromatic extreme ultraviolet and infrared fields. In particular, we study the
e↵ects of the infrared light on a two-pathway ionization scheme for which Ne 2s22p53s 1P is used as
intermediate state. Using time-dependent calculations, supported by a theoretical approach based
on the strong-field approximation, we analyze the ionization probability and the photoelectron
angular distributions associated with the di↵erent sidebands of the ionization spectrum. Complex
oscillations of the angular distribution anisotropy parameters as a function of the infrared light
intensity are revealed. Finally, we demonstrate that coherent control of the asymmetry is achievable
by tuning the infrared frequency to a nearby electronic transition.
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I. INTRODUCTION

The coherent control of quantum phenomena by
light [1, 2] stands at the heart of future promising de-
velopments in a variety of scientific areas. Manipulat-
ing two-pathway quantum interferences in atomic ioniza-
tion is one way to achieve coherent control of the photo-
electron angular distribution (PAD) (for example [3–7]).
The principle consists of ionizing an atomic system using
the fundamental and second harmonic of a short laser
pulse, thereby producing two distinct ionizing pathways
characterized by one-photon and two-photon absorption.
The latter process, referred to below as ! + 2!, was re-
cently studied experimentally in the extreme ultraviolet
(XUV) regime at the free-electron laser (FEL) FERMI
in Trieste [8] using two color femtosecond (fs) pulses for
the ionization of neon. The e�ciency of the two-photon
ionization pathway was enhanced by choosing one of the
Ne 2p54s states with total electronic angular momen-
tum J = 1 as an intermediate stepping stone. Coherent
control of the PAD asymmetry was achieved by varying
the time delay, or the corresponding relative carrier en-
velope phase (CEP), between the two harmonics, to an
unprecedented precision of 3.1 attoseconds. A descrip-
tion of the ! + 2! interference process in neon using
2p53s as intermediate state is presented in Ref. [9].

In this paper we theoretically analyze the e↵ect of
an additional comparatively weak infrared (IR) field
(Keldysh parameter � � 1) on the ! + 2! ionization
process and discuss the potential of the IR field to pro-
vide an additional degree of freedom to control the PAD.

The presence of the IR field ultimately leads to the
well-known phenomenon of above-threshold ionization
(ATI) [10–14], resulting in sidebands in the photoelectron
spectrum associated with the absorption or stimulated
emission of one or several IR photons [15–17]. Many
studies, both experimental and theoretical, of the side-
band patterns in XUV + IR ionization have been per-
formed (for example [18–23]), including PADs of the
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FIG. 1: Scheme of the ! + 2! + ⌦0 process in neon in
the dipole approximation. The ionization is caused by the
fundamental and second harmonic (solid blue arrows) of an
XUV pulse whose fundamental frequency ! is tuned near the
2p ! 3s transition. The overlapping IR field induces ATI
(small red arrows) transitions leading to sidebands in the
spectrum. Only s, p, and d-waves are displayed, although
higher partial waves can contribute. The dashed arrows repre-
sent additional paths created when the IR frequency is tuned
near the 3s ! 3p transition (see text).

sidebands [23–34]. Recently such experiments with cir-
cularly polarized XUV beams from FELs became feasi-
ble [35, 36].
We chose neon as target for the study, because it

is one of the atomic systems currently under investi-
gation for coherent control experiments at the seeded
FEL FERMI. We analyze ionization by a linearly po-
larized femtosecond pulse whose electric field, taken
along the z-axis, is given by E(t) = EX(t) + EIR(t),
where the XUV and IR components of the field are
EX(t) = ĒXf(t)[cos(!t) + ⌘X cos(2!t+ 'X)]

2

EIR(t) = ⌘0ĒXf(t) cos(⌦0t+ '0).

(1)

In the above equations, f(t) is a smoothly varying pulse
envelope, common to both XUV and IR fields, ⌦0 is the
infrared frequency, 'X and '0 are the CEPs of the second
harmonic and the IR field, respectively, while the param-
eters ⌘X and ⌘0 characterize their relative strength with
respect to the fundamental amplitude ĒX . In our case
the XUV pulse contains many optical cycles. Hence the
CEP of the fundamental frequency ! in Eq. (1) is unim-
portant, and we set it to zero.

The ionization scheme of the ! + 2! + ⌦0 process is
presented in Fig. 1. We use the single active electron
(SAE) approximation to label neon electronic states, and
the dipole approximation is employed throughout this
study. The scheme consists of tuning the fundamental
frequency near the 2p6 1S0 ! 2p53s 1P1 excitation en-
ergy of neon, which is associated with the one-electron
transition 2p ! 3s. This results in a resonant two-photon
ionization pathway, which produces mostly p-wave photo-
electrons. On the other hand, the second harmonic ion-
izes neon via nonresonant one-photon absorption, pro-
ducing s-wave and d-wave photoelectrons. These distinct
pathways produce photoelectrons with partial waves of
di↵erent parity, thereby leading to an asymmetric PAD.

The superimposed IR field creates equally spaced side-
bands around the mainline (ML). This is illustrated in
Fig. 2 for an IR frequency ⌦0 = 0.55 eV. The sidebands
are labeled as SB±n according to the minimum number
of IR photons absorbed or emitted in the ATI process,
and n > 0 is the band order. By definition, ML is the
0th order band.

Although only s, p, and d-waves are shown in Fig. 1,
higher partial waves also contribute increasingly with
higher IR intensity. The di↵erences in the relative con-

Photoelectron*energy*(eV)*

2ω"
ω + ω"

XUV*

IR*

0* 11* 12*10* 13*

ħΩο = 0.55*eV *

SB=3* SB=2* SB=1* SB1* SB2* SB3*ML*

FIG. 2: Example of a photoelectron spectrum showing the
di↵erent sidebands associated with the minimum number of
absorbed or emitted photons.

tributions of partial waves lead to distinct PADs at the
di↵erent sidebands. Such dissimilarities may become par-
ticularly pronounced in the extreme situation where the
IR frequency is tuned to a nearby electronic state. Such
a situation is shown in Fig. 1 when the IR frequency
is set in resonance with the 3s ! 3p one-electron tran-
sition, thus creating a pathway to ML and enhancing
a “non-ATI” pathway for ionization towards the lowest
high-energy sideband. As will be shown below, this path-
way can provide additional control on the PADs at dif-
ferent electron kinetic energies.
The weak field (⌘0 ⌧ 1) characteristics of the di↵erent

sidebands can be obtained from lowest-order perturba-
tion theory [37, 38]. Describing the process at larger in-
tensities requires further expansion of the ionization am-
plitude into a Born series including higher-order terms.
However, such an expansion would necessitate the com-
putation of free-free transition dipole moments, which
are notoriously di�cult to evaluate [39–41]. On the
contrary, the Keldysh-Faisal-Reiss theory [42–45] in the
strong-field approximation (SFA) can be used to evaluate
characteristics of the ionization amplitude at the di↵er-
ent sidebands, as recently demonstrated by Kazansky et
al. [46] and also described by Bauer [47, 48] for strong-
field photoionization by a circularly polarized laser field.
Therefore, we use the SFA to describe the ATI process
in the following development.
The next section provides a description of the nu-

merical approach employed to solve the time-dependent
Schrödinger equation (TDSE) and the SFA theoretical
framework. In Sec. III, we present our theoretical and
numerical results and discuss the principal outcomes of
the study. Section IV is devoted to our conclusions.
Unless otherwise indicated, atomic units are used

throughout this manuscript.

II. THEORY

Within the dipole approximation, the PAD is axially
symmetric with respect to the direction of linear polar-
ization and is of the general form

dW

d⌦
=

W0

4⇡

"
1 +

1X

k=1

�kPk(cos ✓)

#
, (2)

where d⌦ represents the solid-angle element for a photo-
electron emitted into the direction defined by (✓,�), W0

is the angle-integrated ionization probability, Pk(cos ✓)
are Legendre polynomials, and �k are anisotropy param-
eters. Although not explicitly shown in Eq. (2), the an-
gular distribution, ionization probability, and anisotropy
parameters depend on the electron kinetic energy ". One
can obtain anisotropy parameters associated with a given
band by computing their averaged value P�1

R
�kW0d"

over the energy range spanned by the band, with its ion-
ization probability given by P =

R
W0d".
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I. INTRODUCTION

The coherent control of quantum phenomena by
light [1, 2] stands at the heart of future promising de-
velopments in a variety of scientific areas. Manipulat-
ing two-pathway quantum interferences in atomic ioniza-
tion is one way to achieve coherent control of the photo-
electron angular distribution (PAD) (for example [3–7]).
The principle consists of ionizing an atomic system using
the fundamental and second harmonic of a short laser
pulse, thereby producing two distinct ionizing pathways
characterized by one-photon and two-photon absorption.
The latter process, referred to below as ! + 2!, was re-
cently studied experimentally in the extreme ultraviolet
(XUV) regime at the free-electron laser (FEL) FERMI
in Trieste [8] using two color femtosecond (fs) pulses for
the ionization of neon. The e�ciency of the two-photon
ionization pathway was enhanced by choosing one of the
Ne 2p54s states with total electronic angular momen-
tum J = 1 as an intermediate stepping stone. Coherent
control of the PAD asymmetry was achieved by varying
the time delay, or the corresponding relative carrier en-
velope phase (CEP), between the two harmonics, to an
unprecedented precision of 3.1 attoseconds. A descrip-
tion of the ! + 2! interference process in neon using
2p53s as intermediate state is presented in Ref. [9].

In this paper we theoretically analyze the e↵ect of
an additional comparatively weak infrared (IR) field
(Keldysh parameter � � 1) on the ! + 2! ionization
process and discuss the potential of the IR field to pro-
vide an additional degree of freedom to control the PAD.

The presence of the IR field ultimately leads to the
well-known phenomenon of above-threshold ionization
(ATI) [10–14], resulting in sidebands in the photoelectron
spectrum associated with the absorption or stimulated
emission of one or several IR photons [15–17]. Many
studies, both experimental and theoretical, of the side-
band patterns in XUV + IR ionization have been per-
formed (for example [18–23]), including PADs of the
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FIG. 1: Scheme of the ! + 2! + ⌦0 process in neon in
the dipole approximation. The ionization is caused by the
fundamental and second harmonic (solid blue arrows) of an
XUV pulse whose fundamental frequency ! is tuned near the
2p ! 3s transition. The overlapping IR field induces ATI
(small red arrows) transitions leading to sidebands in the
spectrum. Only s, p, and d-waves are displayed, although
higher partial waves can contribute. The dashed arrows repre-
sent additional paths created when the IR frequency is tuned
near the 3s ! 3p transition (see text).

sidebands [23–34]. Recently such experiments with cir-
cularly polarized XUV beams from FELs became feasi-
ble [35, 36].
We chose neon as target for the study, because it

is one of the atomic systems currently under investi-
gation for coherent control experiments at the seeded
FEL FERMI. We analyze ionization by a linearly po-
larized femtosecond pulse whose electric field, taken
along the z-axis, is given by E(t) = EX(t) + EIR(t),
where the XUV and IR components of the field are
EX(t) = ĒXf(t)[cos(!t) + ⌘X cos(2!t+ 'X)]



Ionization at the Sidebands

N.	Douguet et	al.,	Phys.	Rev.	A	95	013407	(2017)

ABOVE-THRESHOLD IONIZATION IN NEON PRODUCED . . . PHYSICAL REVIEW A 95, 013407 (2017)

0.0

2.0

4.0

6.0 0.01

0.0

2.0

4.0

6.0 0.11

0.0

2.0

4.0

6.0 0.22

0.0

2.0

4.0

6.0 0.35

10 11 12 13
Photoelectron energy (eV)

0.0

2.0

4.0

6.0 0.46

FIG. 3. TDSE results for the ionization probability (in units of
10−3 eV−1) as a function of the photoelectron energy for different
IR-field amplitude ratios η0. The fundamental XUV intensity is I =
1012 W/cm2, ηX = 0.1, and the infrared frequency is "0 = 0.55 eV.
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FIG. 4. Ionization probability associated with the different bands
calculated in the TDSE (solid lines) and the SFA (dashed lines)
approaches as a function of the IR-field amplitude ratio η0.

with the lowest-order (nonvanishing) PT predicting an η2n
0

dependence. However, as the IR intensity is increased, the
validity of PT breaks down rapidly. The ionization probability
in the sidebands reaches a maximum and gradually decreases
as a function of the intensity. The positions of the maxima
of SB1 and SB2 at η0 ≈ 0.2 and η0 ≈ 0.3, respectively, are
similar in the TDSE and SFA results. On the other hand,
oscillations predicted by the SFA are hardly apparent in the
TDSE calculations.

B. Angular distribution of sidebands

Calculations of the anisotropy parameters βk for k ! 6 as a
function of η0 in the TDSE and SFA approaches are depicted
in Fig. 5. The first prominent feature consists of nonzero
values of odd-rank βk , which are the result of interference
between ionization paths involving even and odd numbers of
photons. Interestingly, for weak IR fields, the absolute values
of odd-rank βk systematically increase with increasing n. The
ML anisotropy parameters β5 and β6 vanish at η0 = 0, because
only one- and two-photon absorption can occur at the ML in
the absence of an IR field. Note also that β4 associated with
ML is zero without an IR field in a simplified version of the
second-order PT with only one resonant 3s intermediate state.
Since SB1 and SB2 are, respectively, formed from absorption
of at least one XUV and one or two additional IR photons,
they exhibit nonvanishing values of β5 and β6 as long as
the sidebands can be seen at small η0. The good agreement
between TDSE and SFA at ML for η0 = 0 is not surprising
since the parameters in Eq. (20) were extracted from the
TDSE code in the absence of an IR field. The small remaining
discrepancies, apparent for β1 and β3, are due to the fact that
the PT only includes s, p, and d waves, whereas more partial
waves are included in the TDSE calculations.

The results from both calculations, TDSE and SFA, clearly
exhibit oscillations, although their amplitudes are significantly
higher in the SFA approach. Nevertheless, the positions of the
maxima and minima, the sign of curvatures, and the limiting
values of the anisotropy parameters for η0 ≪ 1 are in corre-
spondence in the two approaches. These oscillations should be
experimentally observable. Similar oscillations in β

(1)
2 and β

(1)
4

were obtained within the SFA [36] for ionization of helium by
circularly polarized XUV and IR radiation. Such a complicated
intensity dependence is determined by the interplay of Bessel
functions, weighted by the Legendre polynomials, and the
denominator in expression (23). Within the TDSE approach,
the oscillations are due to the contribution of many partial
waves originating from absorption and emission of multiple
photons.

The origin of the discrepancies between the TDSE and
the SFA results can be attributed to several factors. First, the
SFA approach neglects the dynamical atomic polarizability,
which becomes important at strong IR fields and should perturb
the two-photon pathway through the ac-Stark-shifted 3s state.
More importantly, in the SFA, it is assumed that the field
is stationary (N → ∞), whereas the pulse used in the TDSE
calculations is still relatively short, at N = 300 cycles. The fact
that the pulse envelope f (t) is different in the SFA and TDSE
models might explain most of the observed discrepancies. In
addition, for large η0 " 0.4, the absorption of four photons
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with the lowest-order (nonvanishing) PT predicting an η2n
0

dependence. However, as the IR intensity is increased, the
validity of PT breaks down rapidly. The ionization probability
in the sidebands reaches a maximum and gradually decreases
as a function of the intensity. The positions of the maxima
of SB1 and SB2 at η0 ≈ 0.2 and η0 ≈ 0.3, respectively, are
similar in the TDSE and SFA results. On the other hand,
oscillations predicted by the SFA are hardly apparent in the
TDSE calculations.

B. Angular distribution of sidebands

Calculations of the anisotropy parameters βk for k ! 6 as a
function of η0 in the TDSE and SFA approaches are depicted
in Fig. 5. The first prominent feature consists of nonzero
values of odd-rank βk , which are the result of interference
between ionization paths involving even and odd numbers of
photons. Interestingly, for weak IR fields, the absolute values
of odd-rank βk systematically increase with increasing n. The
ML anisotropy parameters β5 and β6 vanish at η0 = 0, because
only one- and two-photon absorption can occur at the ML in
the absence of an IR field. Note also that β4 associated with
ML is zero without an IR field in a simplified version of the
second-order PT with only one resonant 3s intermediate state.
Since SB1 and SB2 are, respectively, formed from absorption
of at least one XUV and one or two additional IR photons,
they exhibit nonvanishing values of β5 and β6 as long as
the sidebands can be seen at small η0. The good agreement
between TDSE and SFA at ML for η0 = 0 is not surprising
since the parameters in Eq. (20) were extracted from the
TDSE code in the absence of an IR field. The small remaining
discrepancies, apparent for β1 and β3, are due to the fact that
the PT only includes s, p, and d waves, whereas more partial
waves are included in the TDSE calculations.

The results from both calculations, TDSE and SFA, clearly
exhibit oscillations, although their amplitudes are significantly
higher in the SFA approach. Nevertheless, the positions of the
maxima and minima, the sign of curvatures, and the limiting
values of the anisotropy parameters for η0 ≪ 1 are in corre-
spondence in the two approaches. These oscillations should be
experimentally observable. Similar oscillations in β

(1)
2 and β

(1)
4

were obtained within the SFA [36] for ionization of helium by
circularly polarized XUV and IR radiation. Such a complicated
intensity dependence is determined by the interplay of Bessel
functions, weighted by the Legendre polynomials, and the
denominator in expression (23). Within the TDSE approach,
the oscillations are due to the contribution of many partial
waves originating from absorption and emission of multiple
photons.

The origin of the discrepancies between the TDSE and
the SFA results can be attributed to several factors. First, the
SFA approach neglects the dynamical atomic polarizability,
which becomes important at strong IR fields and should perturb
the two-photon pathway through the ac-Stark-shifted 3s state.
More importantly, in the SFA, it is assumed that the field
is stationary (N → ∞), whereas the pulse used in the TDSE
calculations is still relatively short, at N = 300 cycles. The fact
that the pulse envelope f (t) is different in the SFA and TDSE
models might explain most of the observed discrepancies. In
addition, for large η0 " 0.4, the absorption of four photons
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FIG. 6. (a) Subtracted and (b) summed forward and backward ionization probability signals (in units of 10−4), as well as (c) left-right
asymmetry, as a function of the IR-field amplitude ratio η0, as calculated in the TDSE and SFA approaches. Note the constant value of A(0◦)
in the SFA.

the IR intensity. We have checked that the asymmetry remains
the same or differs negligibly if one uses a Gaussian instead
of a sine-squared envelope. The cause of the resonance profile
at ML is actually indirect: as the IR frequency "0 approaches
the resonance, a transfer of population from 3s → 3p occurs,
thereby decreasing the two-photon ionization pathway and ul-
timately modifying the value of the asymmetry. Consequently,
one can control the asymmetry amplitudes by varying the IR
intensity and frequency. The latter effect could, for instance,
be exploited experimentally to control the resonance profile
without having to vary the amplitude ratio between the XUV
harmonics, which is a difficult task to achieve in practice.
Nevertheless, a complication arises in the present situation
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FIG. 7. (a) Left-right asymmetry A(0◦) for ML (solid black line),
SB1 (dashed red line), and SB2 (dotted blue line), as a function of
ϕX at "0 = 0.55 eV and η0 = 0.2. (b) Left-right asymmetry A(0◦)
as a function of the IR frequency "0 at η0 = 0.2 (dashed lines) and
η0 = 0.3 (solid lines). Inset: Corresponding ionization probability
spectrum (in units of 10−3 eV−1) at η0 = 0.3.

due to the fact that the system only needs to absorb two
IR photons to ionize from the 3p excited state of neon. As
a result, near-threshold ionization might become important
for high IR intensities and could hinder good statistics of
the experimental data. Thus, it seems preferable to use this
scheme on a more strongly bound electronic state, for which
multiphoton ionization would remain negligible.

Finally, note that for high IR frequencies in Fig. 7(b), the
asymmetries in ML and SB1 differ significantly. It might
then be possible, by appropriately varying ϕX, to create a
situation where the asymmetries of ML and SB1 have opposite
signs, i.e., a situation in which electrons of two different lines
have opposite preferred emission directions with a resolvable
energy difference. This strong difference in the asymme-
try between ML and SB1 contradicts the SFA prediction.
The difference is probably due to the !ω + !"0 + !ω and
!ω + 2!"0 + !ω − !"0 pathways to SB1, which cannot be
adequately described in the SFA approach.

IV. CONCLUSION

We have presented a detailed investigation of above-
threshold ionization effects induced by an infrared field on two-
pathway interference between nonresonant one-photon and
resonant two-photon ionization of neon. The characteristics
of the sidebands in the photoelectron spectrum were analyzed
at several infrared laser intensities by numerically solving the
time-dependent Schrödinger equation. The numerical results
were qualitatively supported by analytical formulas derived
from a model based on the strong-field approximation.

The ionization probability and the anisotropy parameters
characterizing the angular distribution at each band agree well
with each other in both models. The anisotropy parameters
of the photoelectron angular distribution exhibit oscillations,
which should be measurable experimentally.

An important result of our study is that for long pulses
the left-right asymmetry at each sideband should not depart
strongly from the asymmetry created at the main photoelectron
line in the absence of an infrared field. As the infrared intensity
is increased, variations in the asymmetry are shown to become
significant for relatively strong fields, where the ionization
signal at each band should be harder to detect. In fact, in
the strong-field approximation, the asymmetry is predicted
to be constant, independent of the sideband order and the
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• The SFA predicts an asymmetry independent of the IR intensity for a
monochromatic pulse (about –0.2 in this case). Because the infrared field
executes many symmetric oscillations, the asymmetry is simply carried over
from one sideband to another in the SFA model.

• This is clearly not the case in the TDSE prediction (N = 300).
• We	also	showed	that	if	the	IR	frequency	is	tuned	to	a	nearby	transition

(e.g.,	3s	à 3p	in	neon)	then	the	asymmetry	can	be	manipulated	through	
the	IR	frequency	and	intensity.



Photoionization Scheme with Circularly 
Polarized Light in Atomic Hydrogen 

• The electric field is in the XY plane and propagates along the Z axis. 

Photoelectron angular distribution in bichromatic atomic ionization induced by

circularly polarized VUV femtosecond pulses

Nicolas Douguet1, Alexei N. Grum-Grzhimailo2, Elena V. Gryzlova2,
Ekaterina I. Staroselskaya3, Joel Venzke1, and Klaus Bartschat1

1Department of Physics and Astronomy, Drake University, Des Moines, Iowa 50311, USA
2Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow 119991, Russia and

3Faculty of Physics, Lomonosov Moscow State University, Moscow 119991, Russia
(Dated: May 15, 2016)

We investigate two-pathways interferences between nonresonant one-photon and resonant two-
photon ionization of atomic hydrogen. In particular, we analyze in detail the photoionization medi-
ated by the fundamental frequency and the second harmonic of a femtosecond VUV pulse when the
fundamental is tuned near an intermediate atomic state. Following our recent study [Phys. Rev.
A 91, 063418 (2015)] of such e↵ects with linearly polarized light, we analyze a similar situation with
circularly polarized radiation. As a consequence of the richer structure in circularly polarized light,
characterized by its right-handed or left-handed helicity, we present and discuss various important
features associated with the photoelectron angular distribution.

PACS numbers: 32.80.Rm, 32.80.Fb, 32.80.Qk, 32.90.+a

I. INTRODUCTION

The control of quantum phenomena represents a cru-
cial challenge, from both experimental and theoretical
standpoints. One possible way to achieve “coherent con-
trol” at the quantum level [1–3] is to manipulate two-
pathways interferences by tuning a parameter that is di-
rectly responsible for the interference phenomenon. As
a result, the probability for finding the a↵ected quan-
tum system in a definite final state can be varied in a
predictable manner.

In two-pathways coherent control of photoionization,
one may adopt a scheme in which the photoelectron is
emitted from absorption of an odd number of photons
through one path and an even number of photons through
another path, as for instance in !+2! processes. The re-
sulting interference induces noticeable e↵ects only if the
two paths have comparable probability amplitudes. The
latter condition might be fulfilled by tuning the funda-
mental frequency near an optically allowed intermediate
state, thus enhancing the probability for two-photon ab-
sorption. However, the interference phenomenon does
not a↵ect the total ionization yield (unless an external
electric field is applied [4, 5]), but instead manifests itself
in the photoelectron angular distribution (PAD) [6–11].
Therefore, the phase di↵erence between two distinct ion-
izing pathways can, in principle, be used to manipulate
the PAD.

The study of two-pathways interferences in photo-
ionization is not limited to the domain of coherent con-
trol, but it is also essential in order to model cer-
tain experimental conditions. Recent advances in high-
harmonic generation (HHG) and X-ray free-electron
lasers (XFELs) have enabled experimentalists to reach
the extreme ultraviolet (XUV) and X-ray wavelength do-
main on the femtosecond (fs) and even attosecond (as)
time scales. Radiation from XFELs usually carry at least
a tiny fraction of the second harmonic, which cannot al-

ways be filtered out completely. Hence, it is important
to understand the e↵ects of two superimposed harmon-
ics [12] in ionization experiments for di↵erent light polar-
izations. An additional promising idea consists in being
able to deconvolve the PAD in order to determine the
phase di↵erence, or the time delay, between the funda-
mental and the second harmonic of a VUV pulse. Finally,
counterrotating circularly polarized laser fields have re-
cently attracted significant attention, since it was demon-
strated that one can generate electron vortices in photo-
ionization by circularly polarized attosecond pulses in he-
lium [13], as well as isolated elliptically polarized attosec-
ond pulses in neon [14].
In a recent study [15], we considered two-pathways

interferences induced by linearly polarized light. In
this case, a “left-right” asymmetry is created along
the direction of the electric field as a result of inter-
ference between partial waves with opposite parities.
The theoretical treatment involved solving the time-
dependent Schrödinger equation (TDSE) numerically us-
ing the split-operator algorithm or the matrix iteration
method [16, 17]. Furthermore, the time-dependent calcu-
lations were complemented by predictions obtained from
a perturbative formalism at su�ciently low field intensi-
ties.
For the present work, we modified our time-dependent

code in order to handle light of arbitrary polarization.
As a natural next step, we now consider atomic photo-
ionization processes in a circularly polarized bichromatic
field, i.e., an electric field of the form

EEE(t) = F (t)
h
cos(!t)x̂� sin(!t)ŷ

+ ⌘
�
cos(2!t+ �)x̂+ H sin(2!t+ �)ŷ

 i
(1)

with fundamental frequency ! and second harmonic 2!.
The same envelope function F (t) is used for both the fun-
damental and the second harmonic, while the ratio of the
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FIG. 4: (Color online) Three-dimensional PADs calculated in the TDSE approach for 1012 W/cm2, N = 40, and relative phase
� = 0. The PADs have been averaged over the photoelectron line and rescaled to improve visualization. Calculations for equal
helicities are shown in panels (a), (b), and (c), while results for opposite helicities are depicted in panels (d), (e), and (f). The
fundamental frequency is given in atomic units.
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FIG. 5: (Color online) Same as the upper row in Fig. 4 for 1013 W/cm2.

terference e↵ects. In addition, the polar asymmetry also
remains constant. This is a somewhat unexpected re-
sult since the left-right asymmetry for linearly polarized
light oscillates as a function of the relative phase between
harmonics (see, for example, [7, 8, 10, 15]). The result
can be understood, however, by recalling that the polar
asymmetry A is defined with respect to a direction that,
itself, rotates with the angle �. As mentioned above, it is
defined by the absolute values of the anisotropy parame-
ters, independent of �. The angle  , which characterizes
this direction and the orientation of the symmetry plane
of the PAD, is a linear function of the relative phase,
 (�) =  (0�) � �, as expected from Eq. (17). At the
same time, the real and imaginary parts of �1

3 oscillate
as functions of �, as shown in Fig. 3.

Although the polar asymmetry and its associated an-
gle  provide a quantitative description of the asym-
metry generated by interfering one-photon and two-
photon pathways with circularly polarized light, they
only contain limited information on the PAD. For this
reason, it is desirable to directly visualize the three-

dimensional PAD [19]. Figure 4 exhibits the PADs for
1012 W/cm2 and � = 0 for di↵erent fundamental fre-
quencies, i.e., on the left and right wing of the resonance
(! = 0.330 a.u. and 0.410 a.u.), and at the resonance en-
ergy (! = 0.375 a.u.). In addition, the PADs are shown
for equal (upper panels) and opposite (lower panels) he-
licities. As anticipated from the values of the asymme-
try parameters in Fig. 2, valid for both cases H = ±1,
the asymmetry of the 3D PADs is large on the left wing
(panels (a) and (d)) and almost vanishes, resembling a
donut-like shape, on the right wing (panels (c) and (f))
of the resonance. Since the TDSE and PT results are in
very good agreement, only the TDSE results are shown
here. The maximum asymmetry is observed near the res-
onance. It is combined with a rapid rotation of the PADs
by approximately 90� from ! = 0.330 a.u. to 0.375 a.u.
and by 180� when scanning from the left to the right
wing of the resonance. This result is in agreement with
Eq. (36) and the computed values of  in Fig. 2(c).

Figure 5 exhibits the PADs at the largest intensity
studied in this work, 1013 W/cm2. The shapes of the

I	=	1014 W/cm2

N.	Douguet et	al.	Phys.	Rev.	A	93, 033402	(2016)
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Multiphoton and Tunneling Ionization 
• The	Keldysh parameter	𝛾 =	(Ip/2Up)

1/2,	with	Ip the	ionization	
potential	and	Up =	Imax/4w2 the		ponderomotive energy,	separates	
the	cases.	

𝛾≫ 1

𝛾≪ 1

Multiphoton	Ionization Tunneling	Ionization



• The circularly polarized XUV pulse (FWHM = 100 fs and I = 1013 W/cm2 with 
positive helicity (H = +1) creates oriented He+(3p ; m = +1) via sequential 
absorption of two XUV photons:

(1) Ionization :  He (1s2) + hn (48.37 eV) à He+(1s) + e–

(2) Pumping : He+(1s) + hn (48.37 eV) à He+(3p; m = +1)
• The overlapping circularly polarized optical laser pulse (FWHM = 170 fs)  with 

(H = +1) or (H = –1) ionizes the oriented He+(3p ; m = +1) ion.
(3) Multiphoton ionization: He+(3p; m = +1) + 4 hn (1.58 eV) à He++ + e–

• An overlapping circular XUV + NIR field is created at the FEL at FERMI 

NIR

XUV

Circular Dichroism in Oriented He+



Multiphoton ionization scheme
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Intensity dependence

• The photoionization spectrum was studied as a function of the optical field 
intensity from I = 5×1011 W/cm2 to about I = 2×1012 W/cm2.

• From LOPT, the ionization probability for co-rotating fields is expected 
to be much larger than for counter-rotating fields at low intensity since
the angular factor is about 50 times larger for the same field helicity.

• The ionization at the lowest peak was measured/calculated for both
co-rotating and counter-rotating field helicities. The circular dichroism is
defined as CD = [Psame – Popp]/[Psame + Popp].

• Negative CD was predicted by Barth and Sminorva [PRA 84 0634153 
(2011)] in the tunneling ionization regime.

• However, as the intensity is only slightly increased, the CD decreases
rapidly and is predicted to become negative at only I = 1.55 × 1012 W/cm2!
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Intensity Dependence
• The photoionization spectrum was studied as a function of the optical field 

intensity from I = 5×1011 W/cm2 to about I = 2×1012 W/cm2.

• From LOPT, the ionization probability for co-rotating fields is expected 
to be way larger than for counter-rotating fields at low intensity 
à The angular factor is about 50 times larger for the same field helicity!

• The ionization at the lowest peak was measured/calculated for both 
co-rotating and counter-rotating field helicities. The circular dichroism is      
defined as CD = [Psame – Popp]/[Psame+ Popp].

• A negative CD was predicted by Barth and Sminorva [PRA 84 0634153 
(2011)] in the tunneling ionization regime.

• However, as the intensity is only slightly increased, the CD decreases
rapidly and is predicted to become negative at only 1.55 × 1012 W/cm2 !
à Why do we observe a negative CD at low field intensity!?
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FIG. 3: (Color online) Circular dichroism in the peaks at 200 meV
as function of the NIR peak intensity for an XUV peak intensity of
1.0 ⇥ 1013 W/cm2. The two experimental points are compared with
predictions from the TDSE-1 and TDSE-2 theories. The insets show
the low-energy spectra obtained in the TDSE-2 model for the two
experimental cases.

transitions of the type l,m = l ! l+1,m = l+1, which are
most favorable among the dipole transitions with increasing l.
The left branch (counter-rotating fields) contains a single path
to l = 5, m = �3 with a probability 735

16

⇡ 50 (from angular
factors alone) times smaller than the right branch.

Excitation of l = 3, m = �3 is more complicated. This
can be reached in LOPT by four interfering paths, involving
different combinations of intermediate states with various l.
Due to smaller angular factors and likely some destructive in-
terference between the amplitudes of these paths, the ioniza-
tion probability of l = 3, m = �3 is expected to be very
much smaller than for l = 5, m = +5. For the NIR inten-
sity of 7.3⇥ 10

11 W/cm2 our qualitative conclusions are sup-
ported by the TDSE-2 calculations, resulting in the probabili-
ties P

5,5 = 1.5·10�2, P
5,�3

= 2.7·10�4, P
3,�3

= 2.3·10�4,
with almost two orders of magnitude difference in the ioniza-
tion probability for co- and counter-rotating fields.

Figure 3 shows the CD of the low-kinetic-energy peak as
a function of the NIR intensity. With increasing NIR inten-
sity, the CD decreases and is predicted to even change sign at
I
NIR

& 1.5⇥10

12 W/cm2, i.e., ionization by counter-rotating
fields becomes more effective.

The question, therefore, arises how such a relatively small
change of the NIR intensity, well into the multi-photon
regime, can possibly cause such a large change in the mea-
sured CD. Figure 4 shows the population of the He+(1s) and
He+(3p) states at the end of the laser pulses. The population
of the 3p state is very high for low NIR intensities, for both the
co-rotating and the counter-rotating cases. This simply con-
firms the desired, very high likelihood for the second XUV
photon to excite the He+ ion. Since the co-rotating case is fa-
vored due to angular-momentum factors and pretty much pro-
tected from destructive interference, the (3p,m = +1) state is

much more efficiently ionized in this case than in the counter-
rotating case. Hence, the measured CD is close to unity at the
relatively low NIR peak intensity of 0.6 ⇥ 10

12 W/cm2, even
though there are already about 25% fewer He+(3p,m = +1)

ions available for ionization than for the counter-rotating case.
When the NIR intensity is further increased, however, it

causes the (3p,m = +1) state to shift slightly for the co-
rotating cases, as seen by the move in energy of the peak in
the inserts of Fig. 3. This small shift is nevertheless suffi-
cient to significantly reduce (by almost an order of magnitude)
the He+(3p,m = +1) population that is available for subse-
quent four-photon NIR ionization. In contrast, the population
of this state is hardly affected in the counter-rotating scenario.
Consequently, the less-favored path rapidly picks up in impor-
tance, thereby reducing the measured CD substantially.

While we cannot rule out other mechanisms that might con-
tribute to this apparently complex situation, the above sce-
nario seems plausible. It is also supported by the fact that
the ionization probability for the co-rotating case (the area
under the curve) hardly increases when the NIR intensity
is doubled (see the scales in the inserts of Fig. 3). In the
simplest scenario, one would have expected an increase by
about a factor of 24 = 16, but this expected increase is com-
pensated for by the accompanying decrease in the available
He+(3p,m = +1) ions.

In conclusion, by applying a circularly polarized XUV
pulse to the He+ ground state, we could deliberately excite
the ion to the m = +1 magnetic sublevel of the 3p state.
This excited state was then ionized by a co-rotating or counter-
rotating NIR field. Employing in a controlled way a circularly
polarized NIR laser provides a novel approach to deliberately
access electronic orientations and energies that are otherwise
inaccessible.

Our experimental parameters correspond to the multi-
photon regime of relatively weak laser intensities. We con-
firmed, experimentally and supported by calculations, that the
measured circular dichroism depends to a surprisingly strong
extent on the peak intensity of the NIR field for a fixed XUV
pulse. At small NIR intensities, the CD is positive and close
to unity. With increasing NIR intensity, the CD becomes neg-
ative. While a negative CD also occurs under tunneling con-
ditions [21], different mechanism(s) appear to be responsible
for our findings. One explanation, which is qualitatively sup-
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• The behavior of the CD is most probably the result of several factors. 
• Our analysis strongly suggests that two important factors play a role:

i. Changing the optical frequency strongly modifies the CD
à Suggests near-resonant phenomena

ii. The AC stark shift of the 3p state is larger in the co-rotating 
case than in the counter-rotating case (confirmed by Fourier-analysis).
à 3p state is not efficiently populated for co-rotating fields. 
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Tunneling Time: 
A somewhat (???) controversial topic
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Interpreting attoclock measurements of
tunnelling times
Lisa Torlina1†, Felipe Morales1†, Jivesh Kaushal1, Igor Ivanov2, Anatoli Kheifets2, Alejandro Zielinski3,
Armin Scrinzi3, Harm Geert Muller1, Suren Sukiasyan4, Misha Ivanov1,4,5 and Olga Smirnova1*

Resolving in time the dynamics of light absorption by atoms and molecules, and the electronic rearrangement this induces, is
among the most challenging goals of attosecond spectroscopy. The attoclock is an elegant approach to this problem, which
encodes ionization times in the strong-field regime. However, the accurate reconstruction of these times from experimental
data presents a formidable theoretical task. Here, we solve this problem by combining analytical theory with ab initio numerical
simulations. We apply our theory to numerical attoclock experiments on the hydrogen atom to extract ionization time delays
and analyse their nature. Strong-field ionization is often viewed as optical tunnelling through the barrier created by the field
and the core potential. We show that, in the hydrogen atom, optical tunnelling is instantaneous. We also show how calibrating
the attoclock using the hydrogen atom opens the way to identifying possible delays associated with multielectron dynamics
during strong-field ionization.

Advances in attosecond technology have opened up the
intriguing opportunity of timing electron release during
photoionization. New experimental techniques such as

the attosecond streak camera1, high-harmonic spectroscopy2,
attosecond transient absorption3 and the attoclock4–7 are now able to
provide the exceptional time resolution—down to the level of tens of
attoseconds (1 as= 10�18 s)—needed to time-resolve ionization. The
removal of an electron froman atomormolecule during one-photon
ionization creates a non-equilibrium charge distribution which
evolves on the attosecond timescale8. Ionization time then serves as
a sensitive measure encoding the dynamics of core rearrangement
triggered by electron removal (see, for example, refs 9–11).

Although the use of intense infrared fields as either pump or
probe in time-resolved ionization experiments provides access to
the timescale of electronic motion, it also introduces a hurdle in
interpreting such experiments10–15. Identifying and disentangling
time delays related to multielectron dynamics from the apparent
delays induced by the interaction with the infrared field is
challenging both technically and conceptually. In one-photon
ionization1, understanding the nature of the measured delays
required the accurate calibration of the measurement schemes,
with the hydrogen atom used as a benchmark (see, for example,
refs 12–15).

Looking beyond the weak-field one-photon case, multiphoton
ionization can also excite rich multielectron dynamics, which calls
for the accurate measurement of ionization times in the strong-
field regime. Furthermore, strong-field ionization is often viewed
as a tunnelling process, where the bound electron passes through
the barrier created by the laser field and the core potential. Conse-
quently, time resolving this process opens the intriguing opportu-
nity2,4,5,7 to revisit the long-standing problem of tunnelling times.

The measurement of tunnelling times in strong-field ionization
has been pioneered by the group of U. Keller4–7 using the

attoclock technique. The attoclock set-up measures angle- and
energy-resolved photoelectron spectra produced by ionization in
strong, nearly circularly polarized infrared fields. Essentially, the
rotating electric field vector serves as the hand of a clock, deflecting
electrons in di�erent directions depending on their moment of
escape from the atom. The tunnelling perspective provides a simple
picture of how this works. The strong circularly polarized field
combined with the binding potential of the atom together create
a rotating barrier through which an electron can tunnel (Fig. 1a).
Owing to the rotation of the barrier, the electron tunnels in
di�erent directions at di�erent times, and is subsequently detected
at di�erent angles after the end of the pulse (Fig. 1b).

Suppose the field rotates anticlockwise and reaches its maximum
at t = 0 when the field vector FL(t) points at an angle of � = 90�

(Fig. 1b). In the tunnelling picture, this instant is associated with the
thinnest tunnelling barrier and the highest probability of ionization.
In the absence of tunnelling delays and of electron–core interaction
after tunnelling, we expect that an electron which escapes at time
t0 = 0 will be detected at an angle of � = 0�, orthogonal to FL(t).
Indeed, if the electron is released from the barrier with zero initial
velocity, as suggested by the tunnelling picture (Fig. 1a), its final
momentum at the detector will be p=�AL(ti), where AL(ti) is the
vector potential of the laser field at the moment of ionization. For
circularly polarized pulses, AL is orthogonal to FL (up to e�ects of
the ultrashort envelope).

An observed deviation of the photoelectron distribution
maximum from � = 0� could come from the deflection of the
outgoing electron by the attractive core potential (Fig. 1b) and,
possibly, from tunnelling delays4,5. This deviation is characterized
by the o�set angle ✓ (Fig. 1c). Experimentally, ✓ can be measured
with high accuracy (�✓ ⇠ 2�), which implies the potential to
measure ionization delays with accuracy �⌧ = �✓/!L ⇠ 15 as for
800 nm radiation.

1Max-Born-Institut, Max-Born-Strasse 2A, 12489 Berlin, Germany. 2Research School of Physical Sciences, The Australian National University, Canberra
ACT 0200, Australia. 3Ludwig Maximilians University, Theresienstrasse 37, D-80333 Munich, Germany. 4Department of Physics, Imperial College
London, South Kensington Campus, London SW7 2AZ, UK. 5Institute für Physik, Humboldt-Universität zu Berlin, Newtonstrasse 15, 12489 Berlin, Germany.
†These authors contributed equally to this work. *e-mail: olga.smirnova@mbi-berlin.de
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Measuring tunneling time?
• One of the goal of ultrafast physics is to investigate the electron
dynamics in its natural time-scale. An obvious question:
à Can we measure tunneling time??

V(x)

ti tf

Problems:
1. “Time”	is	not	a	physical	observable	in	Quantum	Mechanics
2. How	do	we	define	the	starting	and	final	moment	ti and	tf?	

Answer	(?):	The	attoclock!



Interaction with Coulomb field leads to the off-set angle Θ 

Angular streaking 

k max E ω 

FC 

v 
θ 

Emax 

s-electron 

TDSE spectra 

L. Torlina et al, Nature Physics, 11, (2015) 

Tunneling Time (atto-clock?)
[adapted	from	Torlina et	al.,	
Nat.	Phys.	11 (2016)	593]

• Assumption: Since the probability for tunneling ionization varies
exponentially with the field strength, ionization occurs at the maximum of
the field. From the offset angle (non-zero due to the long-range Coulomb
potential), one hopes to read off the time (atto-clock).



The	Attoclock:	Basic	Idea
arXiv 1707.05445 (Griffith group)

14 

 

 

 

Figure 1: Attosecond Angular Streaking: The temporal evolution of the field 

vector of a typical 770 nm pulse of 6 fs duration provides a unique direction of 

the maximal field vector in the polarization plane.  A strong electric field can 

bend the atom’s binding potential, allowing for the electron to tunnel out. For a 

circularly polarized field the vector-potential trails the rotating electric field vector 

by 90°. Consequently, upon ionization, the electron will be emitted 

perpendicularly to the instantaneous direction of the electric field at the moment 

of ionization. However, any delay between the electron’s exit and an 

independently measured maximum of the E field, where the tunnelling 

probability is maximal, manifests itself as an angular offset in the photoelectron 

momentum. As the Coulomb potential introduces an angular shift to the electron 

momentum in a direction dictated by the right- or left-hand circularly-polarized 

streaking field, any additional delay due to the time spent by the electron under 



Comparison with Short-Range Potential
• The offset angle can have two origins: (i) the effect of the long-range

Coulomb potential, and/or (ii) the time it takes for the electron to tunnel
through the barrier.

• In order to answer this question, Torlina et al. performed calculations using
a short-range Yukawa potential with the same energy of the 1s state.

à They found zero offset using the Yukawa potential and concluded that
tunneling is instantaneous in atomic hydrogen. Is this a valid conclusion?
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Figure 2 | Comparison of numerical and analytical calculations. Angle- and momentum-resolved photoelectron spectra produced by the strong-field
ionization of the hydrogen atom using a single-cycle circularly polarized laser pulse with wavelength �=800 nm and intensity I= 1.75⇥ 1014 W cm�2 (a),
I=2.5⇥ 1014 W cm�2 (b) and I=3.4⇥ 1014 W cm�2 (c). The form of the laser pulse is specified in equation (3). Solid red contours show spectra obtained
analytically using the ARM theory. Dashed black contours are the results of ab initio numerical calculations performed using the method labelled TDSE H1
(see Methods). Spectra include the volume element /p2 and are normalized to unity; contours correspond to signal intensity changing from 0.1 to 0.9 in
steps of 0.1, with the innermost contour at 0.9.
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Figure 3 | O�set angles ✓ extracted from photoelectron spectra as a function of intensity. a, A comparison of the o�set angles obtained for the hydrogen
atom using the three di�erent numerical methods (black circles, blue diamonds and green triangles correspond to TDSE H1, H2 and H3 respectively, see
Methods) and the ARM theory (red and yellow squares, the latter include e�ect of the ground state depletion, see Methods for details). Violet circles show
the numerically obtained o�set angles for the short-range Yukawa potential. Error bars are associated with extracting the position of the maximum from
angle- and momentum-resolved spectra. b, A close up of the analytical (red and yellow squares) and numerical (blue circles, TDSE H1) results for the o�set
angle for hydrogen. The error bars are used to indicate the angles at which the signal intensity is reduced by a mere 0.1% compared to the peak value.

unique in allowing an exact numerical solution of the full time-
dependent Schroedinger equation (TDSE) in a circularly polarized
field, requiring no approximations beyond the standard non-
relativistic and dipole approximations. Approaching the problem
numerically gives us full control of all pulse parameters—intensity,
ellipticity, pulse shape and carrier-envelope phase—which is
important when time-resolving highly nonlinear processes at the
10 as level.

As every numerical scheme must deal with convergence issues
related to the finite discretization step, the size of the simulation
box, time-propagation routines, and so on, we compare three
independent calculations done using three di�erent methods and
propagation algorithms16,23,24 (see Methods). The results are in very
good agreement. We then compare the numerical results with
the analytical theory, and again find very good agreement across
a wide range of intensities. Figure 2 shows this comparison for
I = 1.75, 2.5 and 3.4⇥ 1014 W cm�2. The laser field is defined by
FL(t)=�@AL(t)/@t , where

AL(t)=�A0 cos4(!t/4)(cos(!t)x̂+ sin(!t)ŷ) (3)

The field rotates anticlockwise and points at an angle of 90� when it
reaches its maximum at time t=0.

The o�set angle ✓ is extracted by finding the peak of the
photoelectron distribution. Figure 3a shows the o�set angles
calculated using the three numerical methods and the ARM
approach, as a function of laser intensity. The numerical results agree
within 0.5�, and the deviation between the analytical and numerical
results is within 2�. This slight discrepancy is analysed further
in Fig. 3b, where we zoom into the region of intensities between
1⇥1014 W cm�2 and 3⇥ 1014 W cm�2. The error bars indicate the
angles at which the distribution falls by 0.1% compared to the
peak of the signal intensity. Within this deviation, the analytical
and numerical o�set angles agree. These error bars highlight the
extremely flat nature of the distribution around the maximum, even
for the single-cycle pulse we have used, and gauge the accuracy
required to locate the maximum of the photoelectron distribution.
The flatness of the spectrum we see here may also challenge the
accuracy of identifying ✓ in experiments.

All calculations show a very interesting trend in intensity. At
lower intensities, when the barrier for tunnelling is thicker, there is a
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bigger deflection angle. Does this trend represent a tunnelling delay,
as suggested recently25?

Delays in tunnelling. In the hydrogen atom, the angular o�set
may come from two sources: tunnelling delay and the interaction
between the departing electron and the nucleus. As a first
step towards distinguishing these two possibilities, we replace
the Coulomb potential of the hydrogen atom by a short-range
potential. In this case, the tunnelling barrier will still be present;
however, electron–nucleus interaction after tunnelling is absent.
To investigate this, the numerical calculations were repeated for a
short-range Yukawa potential, UY =�Ze�r/a/r , with Z = 1.94 and
a=1.0 a.u. chosen to yield the ionization potential of the hydrogen
atom. The results are summarized in Figs 3a and 4. At all intensities,
we find that the o�set angle ✓ is equal to zero. That is, the attoclock
measures no tunnelling delays for the short-range Yukawa potential.
We nowmove to the hydrogen atom, where the presence of multiple
excited states can, in principle, alter the tunnelling process via
electronic excitations before tunnelling.

Reconstruction of ionization times in hydrogen. Having
demonstrated very good agreement between photoelectron
spectra calculated using the ARM method and ab initio TDSE
calculations, we can now apply the mapping equation (1) to
reconstruct ionization times from ab initio data. In particular, for
a given photoelectron spectrum, we extract the most probable
time of ionization by evaluating equation (1) at the spectrum peak
(✓ ,ppeak):

ti(✓ ,ppeak)= ✓

!
� |1t envi (✓ ,ppeak)|� |1tCi (✓ ,ppeak)| (4)

where we have used the fact that 1tCi is negative and
1t envi <0 for ✓ >0.

Figure 5a shows the results of applying this reconstruction
procedure for o�set angles ✓ and momenta ppeak obtained
numerically using methods TDSE H1 and H2 (see Methods).
Black circles represent the first term in equation (4) above:
the numerically calculated o�set angles, divided by the laser
frequency. They correspond to the ionization times we would have
reconstructed had we neglected the Coulomb e�ects and assumed
the long pulse limit: t 0i =✓/!. Orange diamonds represent the above

o�set angles with the envelope correction |1t envi | subtracted: the
first two terms in equation (4). Essentially, the envelope correction
removes the e�ects of pulse shape from the data: within the
analytical approach, we have verified that o�set angles corrected in
this way become virtually independent of the shape of the envelope
used. Blue inverted triangles show the Coulomb correction to
the ionization time, the final term in equation (4). Finally, green
triangles show the reconstructed ionization times ti themselves.

Across all intensities, we find that the reconstructed ionization
times are never positive. The absence of such positive times, in
turn, implies the absence of tunnelling delays in the strong-field
ionization of the hydrogen atom in infrared fields.

For I > 1.5⇥ 1014 W cm�2, ionization times become negative,
which indicates that the dominant contribution to ionization occurs
just before the field reaches its maximum. What could the origin
of this e�ect be? One possible explanation is the depletion of the
ground state: a loss of population before the peak of the field
would enhance the relative contribution of early ionization events,
decreasing the o�set angle as shown in Fig. 3a within the ARM
theory (see Methods for details). The depletion of the ground
state, calculated numerically, is shown in Fig. 5b (see Methods for
details). As expected, depletion increases with intensity, which in
turn should give rise to negative ti. However, as Fig. 5c shows,
if we calculate the expected negative shift of the ionization times
based on depletion alone (red circles; see Methods), we find that it
is not su�cient to explain the observed negative ionization times
(green triangles). This implies that either the analytical expression
equation (2) becomes less accurate at higher intensities, or there
is another physical e�ect at play. The latter possibility is explored
in the Supplementary Methods using additional numerical tests,
which are entirely independent of the analytical theory. These tests
confirm the appearance of negative ionization times and show that
they may be related to ‘frustrated tunnelling’, a phenomenon well
documented for the case of ionization in linearly polarized pulses26.
Recent theoretical work has suggested that this can also occur in
circular fields27,28, and the negative ionization times we reconstruct
may be a signature of this.

In one-photon ionization, the accurate calibration of time delays
for the hydrogen atom made it possible to access delays associated
with multielectron e�ects12–14,29,30. The same applies to multiphoton
ionization time-resolved by the attoclock. It is natural to expect that,
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Some	Comments	about	the	
Torlina et	al.	Calculations

• Even though “measurements” (?) is in the title of the paper, this was a
purely theoretical study, with the principal goal of validating the analytical
R-matrix theory (with approximations that allow for some further
interpretation) against explicit numerical calculations.

• The pulse shape (”nearly” one cycle FWHM in intensity) was unrealistic – it
was two cycles between the beginning and the end with very fast ramp-on
and ramp off.

• Since circularly polarized light was used, no CEP average was needed.
• They presented a cut through the momentum distribution (pz = 0).
• The offset angle was defined by the maximum of the momentum

distribution (= a single point in the (px,py)-plane).
• The conclusion of ``zero tunneling time” was based on the comparison

between the Coulomb and Yukawa calculations.
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observed angular offsets are entirely due to the electron scattering by the long-

range Coulomb potential of the ion. 

Extended data 

 

 
Figure 1E: Experimental set-up. As part of the atomic beamline the water-

cooled Pyrex discharge tube dissociating H2 to H is driven with an optimized 

load of hydrogen gas (H2), placed under a vacuum of 10-5 mbar in a source 

chamber. Any charged species coming from the jet are expelled using a uniform 

electric field before passing through an aperture to the next stage. A differential 

pumping stage, typically maintained at 10-7 mbar pressure, is employed to 

ensure no possible recombination of H atoms before they finally enter the 

REMI, commonly also known as ’Cold target recoil ion momentum 

spectroscope’ (COLTRIMS), through a 0.5 mm aperture as a supersonic jet. 

The few-cycle laser pulses then pass through a series of pellicle beamsplitters 

(used for varying the intensity) and ultra-broadband waveplates becoming 

elliptically polarized pulses that interact with H in the REMI. Fragments after the 
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the potential barrier will result in a greater angular shift in the electron's 

momentum and thus could be measured experimentally. As a full 360° 

revolution of the electric field vector for a 770 nm pulse is completed in 2.6 fs, a 

1° in offset angle is equivalent to a 2.6 fs/360° ≈ 7.13 attoseconds in the 

electron ionization delay. Hence, by measuring the 3D PMD one can 

reconstruct the distribution of ionization time delays with respect to the time 

when the electric field reaches its maximum. 

 

Figure 2: Angular Offsets. The presented data are for a peak intensity of 1.95 

×1014 W/cm2. The major axis of the polarization ellipse defines the direction of 

the peak electric field and can be determined by basic polarimetry after careful 

calibration (see Methods). (a) Experimental data of momentum distribution of 

photoelectrons in the polarization plane. A corresponds to the peak electric field 

and B & C are the expected and measured peaks of PMD in the polarization 

plane. (b) (Top) The cumulative photoelectron signal in the polar angular bins of 

2° each in the polarization plane. A double Gaussian function is fitted to 

determine position of each peak. (Bottom) Atomic H-ion yield data as a function 

of calibrated polarizer angle is fitted using the function e-P(θ) (see Methods) to 

• First the axes need to be calibrated to find themaximum of the E-field.
• Without tunneling delay or the long-range Coulomb interaction, the

maximum of the electron distribution would be expected perpendicular
to that direction.

• The difference between the actual and the expected angle is the offset.



Comparison with Experimental Data
(S. Satya, I. Litvinyuk, R. Sang, ... ); arXiv 1707.05445

• Good agreement was observed between experiment and theory, which provides confidence
in both.

• The hope is that the results can be used to calibrate the attoclock for future studies on more
complex systems.

The	Australian	AttoSecond
Facility	at	Griffith	University
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Attosecond angular streaking and tunnelling time 
in atomic hydrogen
U. Satya Sainadh1, Han Xu1*, Xiaoshan Wang2, A. Atia-Tul-Noor1, William C. Wallace1, Nicolas Douguet3,6, Alexander Bray4,  
Igor Ivanov5, Klaus Bartschat3, Anatoli Kheifets4, R. T. Sang1* & I. V. Litvinyuk1*

The tunnelling of a particle through a potential barrier is a key 
feature of quantum mechanics that goes to the core of wave–
particle duality. The phenomenon has no counterpart in classical 
physics, and there are no well constructed dynamical observables 
that could be used to determine ‘tunnelling times’. The resulting 
debate1–5 about whether a tunnelling quantum particle spends a 
finite and measurable time under a potential barrier was reignited 
in recent years by the advent of ultrafast lasers and attosecond 
metrology6. Particularly important is the attosecond angular 
streaking (‘attoclock’) technique7, which can time the release 
of electrons in strong-field ionization with a precision of a few 
attoseconds. Initial measurements7–10 confirmed the prevailing 
view that tunnelling is instantaneous, but later studies11,12 involving 
multi-electron atoms—which cannot be accurately modelled, 
complicating interpretation of the ionization dynamics—claimed 
evidence for finite tunnelling times. By contrast, the simplicity of 
the hydrogen atom enables precise experimental measurements 
and calculations13–15 and makes it a convenient benchmark. Here 
we report attoclock and momentum-space imaging16 experiments 
on atomic hydrogen and compare these results with accurate 
simulations based on the three-dimensional time-dependent 
Schrödinger equation and our experimental laser pulse parameters. 
We find excellent agreement between measured and simulated data, 
confirming the conclusions of an earlier theoretical study17 of the 
attoclock technique in atomic hydrogen that presented a compelling 
argument for instantaneous tunnelling. In addition, we identify the 
Coulomb potential as the sole cause of the measured angle between 
the directions of electron emission and peak electric field: this angle 
had been attributed11,12 to finite tunnelling times. We put an upper 
limit of 1.8 attoseconds on any tunnelling delay, in agreement with 
recent theoretical findings18 and ruling out the interpretation of all 
commonly used ‘tunnelling times’19 as ‘time spent by an electron 
under the potential barrier’20.

The attoclock technique utilizes a nearly circularly polarized few- 
cycle infrared pulse such that the vector of the evolving electric field, 
E(t), rotating by 360°, maps time to angle in the polarization plane (see 
Fig. 1). The technique was envisaged on the basis of a simple model of 
photoionization in strong laser fields21,22, with the electron first tun-
nelling through the suppressed Coulomb potential in the presence of a 
strong external field, E(t). Then, from the instant the electron appears 
in the continuum, it moves classically in the electromagnetic field of 
the laser (streaking) and the Coulomb potential of the parent ion. As 
the ionizing radiation that releases the electron and the streaking field 
are provided by the same laser pulse, the technique is self-referencing. 
The pronounced nonlinearity of tunnelling ionization ensures that 
the ionization rate peaks when E(t) reaches its maximum, with the 
streaking field driving the emitted electron so that its final momen-
tum (following the interaction with the pulse) is equal to the negative  
instantaneous value of the vector potential, A(t), of the streaking 

field at the moment of ionization. The instant of maximum field thus 
serves as well-defined ‘time zero’ of the attoclock, while the instant of  
ionization—which might be regarded as ‘tunnel exit’—is encoded onto 
the free electron’s momentum. We find that the time interval between 
those two instances, often interpreted as tunnelling delay, is zero for 
atomic hydrogen.

Although angular streaking works best with circularly polarized 
few-cycle pulses, the angle at which the electric field (and hence the 
tunnelling ionization probability) reaches its maximum depends on 
the carrier-envelope phase (CEP) that with state-of-the-art stabiliza-
tion techniques has a noise of about 100–150 mrad. This noise corre-
sponds to an uncertainty of about 7° or 50 attoseconds (as) in measured 
angle or time, respectively, a value comparable to or even exceeding 
the expected time delays. This difficulty is avoided when using slightly 
elliptically polarized light pulses where, even for an ellipticity of 0.88 
(very close to circular) and without CEP stabilization, the electric 
field will reach its maximum when pointing along the major axis of  
the polarization ellipse8. Because the direction of the electric field can 
be established with high precision using basic polarimetry, the instance 
of maximum field can be accurately determined.

1Australian Attosecond Science facility, Centre for Quantum Dynamics, Griffith University, Nathan, Queensland, Australia. 2School of Nuclear Science and Technology, Lanzhou University, Lanzhou, 
China. 3Department of Physics and Astronomy, Drake University, Des Moines, IA, USA. 4Research School of Physics and Engineering, The Australian National University, Canberra, Australian Capital 
Territory, Australia. 5Centre for Relativistic Laser Science, Institute for Basic Science, Gwangju, South Korea. 6Present address: Department of Physics, University of Central Florida, Orlando,  
FL, USA. *e-mail: h.xu@griffith.edu.au; r.sang@griffith.edu.au; i.litvinyuk@griffith.edu.au

Momentum plane

E-field plane

Angular offset in 
polarization plane

π/2
streaking offset

z

y

x

Fig. 1 | Attosecond angular streaking. A few-cycle nearly circularly 
polarized pulse provides a unique direction for the maximal field vector in 
the polarization plane, where the ionization probability is maximum. The 
vector-potential trails the rotating E-vector (represented by the red spiral 
around a hydrogen atom at left and its projection onto the E-field plane) by 
90° and hence the electron is emitted perpendicularly to the instantaneous 
direction of the E-field at the moment of ionization, as illustrated by 
the π/2 streaking offset. However, any delay between the electron’s exit 
and an independently measured peak E-field, either due to scattering by 
Coulomb potential or the tunnelling time, manifests as measurable angular 
offset in the photoelectron momentum distribution (PMD, shown in the 
momentum plane). Since an optical cycle for 770 nm is 2.6 fs, 1° in offset 
angle corresponds to 7.13 as in the electron ionization delay, directly 
mapping time to angle as read from the attoclock dial at right.
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than the tens to few hundreds of attoseconds expected for commonly 
used theoretical definitions of tunnelling time19 (that is, Keldysh time, 
Büttiker–Landauer time, Eisenbud–Wigner time, Pollack–Miller time, 
Larmor time, Bohmian time), which are thus effectively ruled out as 
being interpretable as the ‘time spent by a quantum particle under a 
potential barrier’.

Our findings do not invalidate the finite delay times inferred from 
earlier experiments on multi-electron systems11,12, but rule out expla-
nations invoking one-electron tunnelling dynamics and thus call for 
alternative explanations (with multi-electron dynamics being the most 
likely cause17). In closing, we note that as tunnelling events in strong-
field ionization of H are only as ‘instantaneous’ as the electron wave-
function collapse that orthodox interpretations of quantum mechanics 
associate with the appearance of continuum electrons, future measure-
ments of tunnelling in the zeptosecond (10−21 s) or sub-zeptosecond 
domain raise the intriguing possibility of obtaining information on the 
dynamics of the wavefunction collapse itself.

Online content
Any methods, additional references, Nature Research reporting summaries, source 
data, statements of data availability and associated accession codes are available at 
https://doi.org/10.1038/s41586-019-1028-3.
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Some Comments about the 
Evaluation of the Offset Angle

• For the real case of a Coulomb potential, the result depends (strongly!!!) on the
way the offset angle is determined. Using theoretical predictions, we found a
dependence on:

– the cut-off momentum (last fringe that can be resolved)

– maximum of the distribution vs. peak in the momentum-integrated spectrum

– cut (pz = 0) vs. integral over all pz
– Pulse parameters: peak intensity, length, ramp-up & ramp-down, CEP

• As a result, it seems impossible to predict the offset angle by a simple model that
does not account for the above dependencies.

• In the previous graph, the same procedure was used to process the experimental
and theoretical raw data.
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Current Conclusions
• For a sufficiently short-range Yukawa potential (e.g., a range

parameter of 1a0 for the 1s orbital, the angle is zero, independent of
those parameters.

• Hence it appears as if a non-zero offset angle (however it is
determined) is entirely due to the long-range Coulomb interaction.

• This was also the conclusion of Torlina et al., as well as of Ni et al.
(Phys. Rev. A 97 (2018) 013426), who studied a model (reduced-
dimension) helium atom with one active electron.
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Explain “Tunneling’’ by Bohmian Mechanics?
• Bohmian Mechanics	can	be	useful	in	interpreting	results	obtained	in	a	fully	

quantum	mechanical		approach.		
• The	basic	idea	(illustrated	here	in	1D)	is	the	following:	

• The velocity field can be obtained from the flux and charge densities.
• Bohmian trajectories, labeled by their starting point x0, are calculated as

in Classical Mechanics with v0 = 0.
• The quantum potential allows for motion in the classically forbidden

region.

can be reproduced accurately, leading to a remarkable correspondence between

the number of absorbed photons and the initial position distribution of the

electron. Bohmian mechanics also allows for a natural definition of tunnel-

ing ionization time, traversing time, and exit points for each trajectory while

explicitly accounting for the barrier’s dynamics.

In order to establish the basic ideas, we consider a one-dimensional problem,

which contains the main ingredients of the tunneling process without adding

nonessential complexities. We demonstrate that the major part of below-

the-barrier-ionization (BBI), induced by an intense ultrashort infrared pulse,

originates from the electron probability initially located inside the classically

forbidden region. Hence the picture of a probability flow traversing the entire

barrier from the inner to the outer classically allowed regions is fundamentally

flawed.

Unless stated otherwise, atomic units are used throughout the manuscript.

• Suppose '(x, t) = R(x, t) exp [iS(x, t)] is the solution of the TDSE. Then

⇢(x, t) = R(x, t)2 is the probability density, v(x, t) is the velocity field,

and VC(x, t) and VQ(x, t) = �0.5�R(x, t)/R(x, t) are the classical and

quantum potentials, respectively.

• Electron trajectories are computed from the following set of equations:

�@S(x, t)

@t

=
1

2

✓
@S(x, t)

@x

◆2

+ VC(x, t)+VQ(x, t);

@⇢(x, t)

@t

= �r · [⇢(x, t)v(x, t)].

Theoretical approach: In Bohmian mechanics in one dimension, electron

trajectories are computed from the following set of equations [16, 21]:

�@S(x, t)

@t

=
1

2

✓
@S(x, t)

@x

◆2

+ VC(x, t)+VQ(x, t); (1)

@⇢(x, t)

@t

= �r · [⇢(x, t)v(x, t)]. (2)

Suppose '(x, t) = R(x, t) exp [iS(x, t)] (with R and S being real-

valued functions) is the solution of the time-dependent Schrödinger

Equation (TDSE). Then ⇢(x, t) = R(x, t)2 is the probability density,

3
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The	next	few	slides	show	the	main	results	for	the	1D	Yukawa	
potential	and	half- (HCP)	or	one-cycle	(OCP)	pulses.
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Dynamics of tunneling ionization using Bohmian mechanics
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Recent attoclock experiments and theoretical studies regarding the strong-field ionization of atoms by few-cycle
infrared pulses revealed features that have attracted much attention. Here we investigate tunneling ionization and
the dynamics of the electron probability using Bohmian mechanics. We consider a one-dimensional problem
to illustrate the underlying mechanisms of the ionization process. It is revealed that in the major part of the
below-the-barrier ionization regime, in an intense and short infrared pulse, the electron does not tunnel through
the entire barrier, but rather starts already from the classically forbidden region. Moreover, we highlight the
correspondence between the probability of locating the electron at a particular initial position and its asymptotic
momentum. Bohmian mechanics also provides a natural definition of mean tunneling time and exit position,
taking account of the time dependence of the barrier. Finally, we find that the electron can exit the barrier with
significant kinetic energy, thereby corroborating the results of a recent study [N. Camus et al., Phys. Rev. Lett.
119, 023201 (2017)].

DOI: 10.1103/PhysRevA.97.013402

I. INTRODUCTION

The tunneling ionization of an electron in an ultrashort
intense optical laser pulse represents a purely quantum process
whose theoretical description remains challenging. Numer-
ous treatments, based on various approximations, have been
elaborated to model ionization in the tunneling regime, e.g.,
using the adiabatic theorem [1], the strong-field approximation
(SFA) [2–4], the closed-orbit theory [5], and the simple-man’s
model [6], as well as more recent techniques [7–10]. Although
these models can already make impressive predictions, the
ultrafast electron dynamics in a time-varying barrier remains a
process under great scrutiny that has been triggering extensive
theoretical work. Improving our understanding of tunneling
ionization is crucial for high-order-harmonic generation, co-
herent quantum control, and attosecond science in general.

The present study is devoted to a description of tunneling
ionization employing Bohmian mechanics [11–13], which has
recently attracted much attention [14–24]. It will be shown that
computing the streamlines of the wave-function probability
over time provides valuable insights and a natural route to
understanding complex ultrafast mechanisms. Despite the
fact that Bohmian mechanics leads to the same final results
as quantum mechanics, it offers an alternative route to the
complex time evolution of a wave packet by considering the
streamlines of the electron probability over time while going
beyond the SFA. Relating the wave-function dynamics to
particle trajectories, as done, for instance, in the Feynman
path-integral approach or in semiclassical models, represents
a very appealing aspect of Bohmian mechanics.

An important topic to which Bohmian mechanics can
make a unique contribution concerns the understanding of
tunneling time through a potential barrier, as recently con-
sidered in Ref. [14]. The concept of tunneling time (e.g.,
Larmor [25], Büttiker-Landauer [26], Pollack-Miller [27], or
Eisenbud-Wigner times [28]) is a fuzzy concept, as it cannot be

obtained directly from a physical observable. Since the various
definitions lead to different results [14,29], one might even
question the relevance of a tunneling time. On the other hand,
the concept plays a central role in the Keldysh theory [2],
since it provides a criterion to separate the multiphoton and
the tunneling ionization regimes.

Revisiting the concept of tunneling time has become highly
appropriate with the advent of attoclock experiments [29,30]
and debates around the claim of Torlina et al. [31] that optical
tunneling in atomic hydrogen is instantaneous. Indeed, two
recent studies [32,33] obtained results supporting a tunneling
ionization time close to zero, while others [14,29,30] reported
a nonzero tunneling time for traversing the barrier. Note that
the tunneling ionization time defined in [31,32] corresponds
to the moment at which the electron appears at the tunnel exit
with respect to the instant of maximum field strength and thus
it does not necessarily contradict the results of Refs. [14,29].
One might also suggest that part of the disagreement observed
between different studies is due to electron correlations in
multielectron systems. However, the recent work by Majety
and Scrinzi [34] on helium revealed that electron correlations
should have no effect on the asymptotic electron momentum
offset angle.

In this study we show that Bohmian mechanics provides nat-
ural definitions of tunneling ionization time, traversing time,
and exit points for each trajectory while explicitly accounting
for the barrier dynamics. Bohmian mechanics can provide a
picture of the time propagation under a barrier without invoking
imaginary tunneling time. Bohmian mechanics might thus have
the potential to reveal and rationalize the dynamics above and
below a barrier while only using familiar concepts.

In order to establish the basic ideas, we consider a one-
dimensional model problem, which contains the principal
ingredients of the tunneling process without adding nonessen-
tial complexities. The study is thus not intended as a direct

2469-9926/2018/97(1)/013402(6) 013402-1 ©2018 American Physical Society
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interdependent trajectories have a broader significance
than classical trajectories and can, for instance, be used
to reconstruct the wavefunction at any time [25]. In addi-
tion, the quantum potential allows Bohmian trajectories
to penetrate into classically forbidden regions. More de-
tails on Bohmian mechanics can be found in [16, 17].

The one-dimensional problem: We consider a one-
dimensional model, x 2 [�1,+1], and use a short-range
Yukawa potential V0(x) = �Z exp(�|x|)/|x|, truncated
at " = 0.01, such that V0(x) = V0(") for |x| < " [26].
Such a potential could, for instance, model the photode-
tachment of an atomic anion. Because of its illustrative
advantages and regular behavior [26], we consider the ini-
tial wavefunction '0(x) to be the odd-parity eigenstate
of lowest energy, such that for x � 0, '0(x) is equal to
the radial part of the 1s ground state of the correspond-
ing three-dimensional problem. We set Z = �1.9083 to
produce an energy of "0 = �0.5 a.u.. The electric field
E(t) = E0f(t) sin(!t + �) has maximum amplitude E0,
frequency ! = 0.5811 a.u., phase �, and a sine-squared
envelope f(t) = sin2(⌦t), with ⌦ = !/2N , where N is
the number of cycles. The TDSE is solved in the length
gauge with VC(x, t) = V0(x) + E(t)x.

We consider a half-cycle pulse (HCP) as the main
reference throughout this study, with � = 180�, so
that the electron is pulled towards the positive direc-
tion. This represents the simplest case to illustrate the
essence of the BBI process. We choose a peak intensity
I0 = 4⇥ 1014 W/cm2 to remain relatively far from over-
the-barrier ionization (OBI) starting at IOBI = 1.2⇥1015

W/cm2. In addition, we consider a one-cycle pulse
(OCP) carrying the same energy as the HCP, i.e., with
I0 ⇡ 1.68 ⇥ 1014W/cm2 and � = 0�. The Yukawa po-
tential, V0(x), and the potential at the maximum field
strength are plotted for x � 0 in Fig. 1.

Bohmian dynamics: Using the solution of the TDSE,

0 1 2 3 4 5 6
x (a.u.)

-0.5

-0.4

-0.3

-0.2

-0.1

0.0
E

n
er

g
y

 (
a.

u
.)

0 20 40 60 80 100
time (a.u.)

-0.10

-0.05

0.00

0.05

0.10

E
(t

) 
(a

.u
.) HCP

OCP

ionizing region

ε
0

FIG. 1: Representation of the ground-state probability (thick
black line), the field-free Yukawa potential (thin blue line),
and the potential at the maximum field strength (dashed
green line) for I0 = 4 ⇥ 1014 W/cm2. The insert shows the
electric fields of our HCP and OCP (see text).

FIG. 2: (Color online) Bohmian trajectories (a) and associ-
ated acceleration (b) as a function of time labeled by their
initial position x0. The dashed red curve represents the time-
dependent electric force F

e

(t) = �E(t).

we computed thousands of trajectories using the Runge-
Kutta method, starting with initial positions x0 and zero
initial velocity, since j(x, 0) = 0. A few of these tra-
jectories are plotted in Fig. 2 (a) and depict a smooth
and simple form, with no apparent interference between
paths. This simple situation contrasts with the cases of a
few-cycle pulse, or the well-known example of entangled
trajectories in the double-slit problem with photons [18].
A rich amount of information can be extracted from

the Bohmian trajectories. First, we found that only
trajectories starting in the “ionizing region” defined by
x0 � xth become asymptotically free, i.e., with a final
speed of v1 > 0. As seen in Fig. 1, this ionizing re-
gion is located inside the classically forbidden region,
as it starts at xth = 1.65 a.u., whereas the inner turn-
ing point for the energy "0 is xcl = 1.17 a.u.. At the
lower intensity of I0 = 2⇥ 1014 W/cm2, xth = 2.70 a.u.,
deep inside the forbidden region, while xth = xcl near
I0 ⇡ 6 ⇥ 1014 W/cm2. Only for intensities close to the
OBI regime, therefore, part of the tunneling can be con-
sidered as occurring across the barrier. Even though the
characteristics of the ionizing region depend on the exact
form of the pulse and potential, the latter trend survives
for a Coulomb potential and an OCP. Given that OBI
occurs at IOBI = 1.5⇥ 1014 W/cm2 in atomic hydrogen,
xth = 2.2 a.u. at I0 = 1014 W/cm2 while xcl = 2.0 a.u..
For the OCP, the ionizing region exists for |x0| above a
certain threshold, which is di↵erent for x � 0 and x < 0.
This trend was confirmed for a few-cycle pulse and is
expected to hold for the three-dimensional problem.
In order to comprehend the tunneling dynamics, it is

instructive to look at the acceleration ẍ(x0; t) of the tra-
jectories as a function of time. Figure 2 (b) shows the
acceleration of a few asymptotically free trajectories, as
well as the electric force Fe(t) created by the HCP. Not
surprisingly, the acceleration approaches Fe(t) with in-
creasing time, and the acceleration for small initial po-
sitions x0 merges the latter onto the electric force. The
discrepancy between the acceleration and Fe(t) is partly

thin	solid	blue line:	field-free	1D	Yukawa	potential
green dashed	line:		potential	at	maximum	field	(4	x	1014 W/cm2)
thick	black	line:	ground	state	probability	distribution.

Escaping	from the	classically	forbidden	region	...



Conclusions	from	Bohmian Mechanics
• It	is	unlikely	for	electrons	to	tunnel	through	the	entire	barrier,

unless	the	intensity	gets	close	to	the	“over	the	barrier”	value.
• Many	of	the	free	electrons	seen	after	the	pulse	will	likely	have	started	already	

in	the	classically	forbidden	regime.
• Bohmian Mechanics	provides	a	tool	to	investigate	tunneling	times	and	exit	

points.		[See	our	manuscript	for	details.]
• These	ideas,	and	their	consequences,	need	to	be	studied	in	more	realistic	cases	

than	in	1D.
• It	is	hoped	that	Bohmian Mechanics	(a	very	popular	approach	recently)	will	be	

able	to	provide	further	insight	regarding	the	understanding,	and	ultimately,	the	
control	of	ultrafast	dynamics	in	atoms,	molecules,	and	solids.	
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New	Proposal:		
Negative	ions	instead	of	Yukawa

(For	neutral	targets,	Yukawa	is	wrong	for	both	small	and	large	r)
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Attoclock setup with negative ions: A possibility for experimental validation

Nicolas Douguet1 and Klaus Bartschat2
1Department of Physics, University of Central Florida, Orlando, Florida 32789, USA

2Department of Physics and Astronomy, Drake University, Des Moines, Iowa 50311, USA

(Received 14 September 2018; revised manuscript received 29 October 2018; published 14 February 2019)

The presumed connection in attoclock setups between the electron tunneling time and its asymptotic
momentum has triggered vigorous debates. In neutral atomic systems investigated so far, the action of the
long-range Coulomb potential on the electron momentum hinders extracting the effect of the tunneling process
on the offset angle of the asymptotic electron momentum. We propose and investigate an attoclock experiment
using F− or Cl− to circumvent this difficulty. Our calculations, performed with realistic laser parameters in the
tunneling regime, could be checked directly against experiment and predict essentially a “zero” offset angle with
no detectable effect of polarization.

DOI: 10.1103/PhysRevA.99.023417

I. INTRODUCTION

The concept of “tunneling” by an electron through a po-
tential barrier in strong-field ionization (SFI) with few-cycle
pulses has attracted much attention in recent years. Numerous
theoretical and experimental studies have been, and continue
to be, performed using the so-called “attoclock setup” [1–10].
The basic idea is to relate the offset angle in the photoelectron
momentum distribution (PMD) to the time it might take the
electron to tunnel through a potential barrier. Several assump-
tions are being made to do so, and it is fair to say that the
concept remains controversial [3–14].

It is generally accepted that using atomic hydrogen as
the target represents the cleanest attoclock experiment since
it avoids a potential effect of electron correlation on the
tunneling process, and it also enables a highly accurate the-
oretical description. Indeed, such an experiment was recently
performed [7]. There is excellent agreement between exper-
iment and theory when the nonrelativistic time-dependent
Schrödinger equation (TDSE) is solved in full dimensionality.
Details can be found in Ref. [7], where it is also explained
that, in practice, elliptically (albeit with an ellipticity close to
1.0) rather than circularly polarized light needs to be used,
so that a major and a minor polarization axis can be prop-
erly defined to which the offset angle is then related. Other
experiments were performed with many-electron atoms such
as helium [1,3], argon [3,4], and krypton [4], and calculations
for such systems, necessarily performed with some level of
approximation, were also carried out. All these experiments
reported, as expected, a nonzero offset angle. The detailed
origin of this angle, however, remains under discussion.

The reason for the ongoing debate is the fact that even for
atomic hydrogen as the target the “cleanliness” of the study is
perturbed, not only by the well-known difficulty in performing
experiments with this target, but even more importantly by
the fact that the Coulomb interaction between the ejected
electron and the residual ion (a bare proton in the case of
atomic hydrogen) strongly affects the offset angle: in addition
to ambiguities in how this angle is actually defined (e.g.,
as the maximum in the polarization plane of the light [6],

considering different geometric distributions of the momen-
tum [15], or after some integration over momentum bins with
sufficient signal-to-noise ratio [7]). Theoretical “solutions”
to this problem have been the attempt to somehow figure
out or eliminate the effect of the Coulomb potential after
tunneling, for example, by classical backpropagating [16] or
by switching off the Coulomb tail by using a Yukawa potential
of “sufficiently short range.”

The Yukawa potential Va(r) = −Z exp(−r/a)/r used in
Ref. [6] is, of course, unrealistic for experimental studies in
atomic physics with neutral targets since its asymptotic behav-
ior is incorrect at both ends. In studies on atomic hydrogen, the
“way out” for theorists has been to first pick the range parame-
ter a = 1 a.u. and then adjust the charge Z seen by the electron
near the origin by requiring that the 1s binding energy of
−0.5 a.u. be reproduced (Z = 1.94 for a = 1 a.u). However,
already for a = 2 a.u., one starts detecting a nonzero offset
angle, and as a → ∞, the results approach gradually those
of the Coulomb potential [17]. Hence one can possibly “dial
in” the desired result, thus making the use of such a potential
rather arbitrary. Furthermore, since the ionization probability
using the Yukawa potential is almost 1000 times smaller than
in hydrogen at 1014 W/cm2, mostly the exponential tail of
the ground-state wave function in the Yukawa potential is
ionized [6,14], thereby questioning whether tunneling across
the entire barrier ever occurred.

Therefore, it seems virtually impossible to disentangle the
roles played by the tunneling process and the long-range
Coulomb force in the deflection of the electron momentum.
We propose the following alternative to avoid this difficulty
in attoclock experiments: use anions, ideally F− or Cl−, in
the attoclock setup. An experiment on F− was successfully
conducted already more than a decade ago [18] to test the
validity of the Keldysh-Faisal-Reiss theory, as it also required
the absence of a long-range Coulomb potential. This was
not an attoclock experiment, however, since it employed a
very long pulse (∼100 fs), did not resolve the PMD in the
polarization plane (it was assumed symmetric), and used
circularly instead of elliptically polarized light. In [18], F−

2469-9926/2019/99(2)/023417(5) 023417-1 ©2019 American Physical Society
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was produced and accelerated in a beam following discharge
of CF4. See also Ref. [19] for a review on anion sources. The
idea of using anions was also recently proposed in the study
of weak-field one-photon ionization time delay [20].

The main advantage of studying SFI with anions is the
weakness of the long-range-induced dipole potential between
the neutral product and the ejected electron, as it drops
much faster than the Coulomb potential. As a result, the
photoelectron might still be considered as virtually free in
the electromagnetic field almost immediately after tunneling.
Most importantly, the assumption could be checked not only
by calculations, but also by performing experiments with
systems that have different dipole polarizabilities (see below).

We suggest the specific choice of F− and Cl− because
these atomic ions have the highest known affinity, or ioniza-
tion potential Ip, namely 3.40 eV for F− [21] and 3.61 eV
for Cl− [22]. Therefore, SFI of these ions with few-cycle
midrange infrared pulses (λ ! 1500 nm), which have suc-
cessfully been produced by various experimental groups (e.g.,
Refs. [4,18,23,24]), would require the absorption of at least
four to five photons (a necessary condition for the ionization
process to be considered tunneling). On the other hand, tun-
neling ionization in H− would require very long wavelengths,
well beyond current laser capabilities, due to the low affinity
of only 0.75 eV [25].

We illustrate our proposal using F− as the target by em-
ploying a single-active electron (SAE) approach that can grasp
the essence of the tunneling process. As in most theoretical
work [1–10] on attoclock experiments, electron correlation
is not accounted for in this approach. However, Majety and
Scrinzi [26] managed to compute, using fully correlated cal-
culations, the PMD in helium (under a well-justified prepon-
derance rule approximation) and found no appreciable effect
of correlations in the asymptotic electron momentum.

Unless specified otherwise, we use atomic units (a.u.)
below.

II. THEORETICAL APPROACH

We consider an effective one-electron Hamiltonian Ĥ0 =
T̂ + V̂ , where T̂ is the kinetic energy operator and the poten-
tial operator V (r, t ), as a function of the electron position r
and the time t , takes the form

V (r, t ) = −Z
r

e−r/a −
[
αd E(t ) · r

r3
+ αd

2r4

]
ξc(r). (1)

Here Z = 9 is the nuclear charge and αd = 3.76 a3
0 (with

a0 = 0.529 × 10−10 m denoting the Bohr radius) is the dipole
polarizability of F [27]. The parameter a in (1) determines
the range of the mean-field Coulomb potential created by the
nucleus and the other nine electrons. This potential is “seen”
by the active electron while bound. While its form could be
improved by combining several terms of this kind to fit to an
ab initio potential from a sophisticated structure calculation,
the simple version used here is sufficient to illustrate the
principal idea. After the detachment, the short-range potential
is ultimately overcome at large distances by the induced
dipole potential of the F atom. The later potential results from
the polarization of the F atom, which is, in part, produced
by the external electric field E(t ) (first term in brackets) and

by the field produced by the ejected electron (second term).
Including the effect of the time-dependent core polarization
in SFI with circular light has, to our knowledge, not yet been
studied quantum mechanically. We use the function ξc(r) =
1 − exp [−(r/rc)6], with a cutoff parameter rc, which leads
to a rapid convergence towards the correct physical form
of the induced dipole potential for r > rc and to a smooth
decay towards zero as r → 0. Hence, in contrast to a Yukawa
potential for neutral systems, which is physically incorrect on
both ends, our V (r, t ) has the correct asymptotic behavior for
r → 0 and r → ∞.

The potential (1) reproduces the affinity of the 2p orbital in
F−, without external field, if a " 0.5255 a.u. (where the max-
imum corresponds to the limiting case of no induced dipole
potential, i.e., rc → ∞) and rc ! 0.6529 a.u. (where the
minimum corresponds to the limiting case of no short-range
potential, i.e., a → 0). Consequently, one has the flexibility
to reproduce the 2p orbital energy for different choices of
the set of parameters {a, rc}. As demonstrated in more detail
below, the main conclusions of our study are independent of
the particular choices of a and rc used to reproduce F− affinity.
To produce a potential as realistic as possible, we added the
criterion that the parameters should reproduce not only the 2p
ionization energy in F−, but also give a reasonable binding
energy for the 2s orbital. Since, to our knowledge, the latter
has neither been measured nor calculated reliably to date for
F−, we used the binding energy of the 2s orbital in neutral
fluorine (≈21.04 eV [28]), which should be a reasonable ap-
proximation. This leads to a = 0.5061 a.u. and rc = 1.492 a.u.

The intensity range to be considered in an actual exper-
iment should be large enough to be performed under the
conditions of the tunneling regime, i.e., with γ ! 1, where
γ = ω

√
2Ip/Emax is the Keldysh parameter [29] for the an-

gular frequency ω, ionization potential Ip, and maximum
electric field strength Emax. In fact, Ni et al. [16] recently
demonstrated that the major part of the ionization process
comes from tunneling already for γ ! 1.5. In the case of F−,
using 1500-nm elliptical light with ellipticity ε = 0.84, γ =
1.17 for an intensity as low as 1013 W/cm2, and γ = 0.74
at 2.5 × 1013 W/cm2, respectively. Hence one can well be
within the tunneling regime with realistic laser parameters.

Another essential condition in the study of tunneling is
for the field not to become strong enough for over-the-barrier
ionization (OBI) to occur. The above model potential for
F− gives an intensity for OBI always larger than 3 ×
1013 W/cm2, and specifically larger than 4.5 × 1013 W/cm2

for our potential. Therefore, the tunneling conditions in F−

are well fulfilled for a wide range of intensities that can
be produced experimentally. In this respect, this system
appears even better suited for the attoclock setup than
atomic hydrogen, where the tunneling condition cannot be
completely fulfilled since γ ≈ 1 when the OBI intensity is
reached. The experimental study of SFI in F− [18] used a
1500-nm pulse with an intensity of I = 2.6 × 1013 W/cm2.

We solve the TDSE

−i
∂ψ

∂t
= [Ĥ0 + Ĥint]ψ, (2)

where ψ is F− wave function and the field-atom interac-
tion Hamiltonian Ĥint = p · A(t ) is expressed in the velocity
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• Both	of	these	negative	ions	have	electron	affinities	of	about	3.5	eV
• As	a	result,	a	wavelength	of	1,500	nm	is	more	appropriate
• We	also	use	a	realistic	pulse	length	(6	cycles)
• Finally,	we	include	polarization	effects	due	to	the	field	and	the	

ejected	electron.
• Such	an	experiment,	and	hence	a	direct	test	of	the	theoretical	

predictions	is	possible.

In	contrast	to	Yukawa,	this	model	contains	all	the	main	physics.
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FIG. 1. PMD for a 1500-nm circularly polarized 2-cycle pulse
with a sin4 envelope and a peak intensity I0 = 1013 W/cm2. The
arrow defines the positive x axis.

gauge. Here p is the electron momentum and

A(t ) = −E0

ω
f (t )

ε cos(ωt )ex + sin(ωt )ey√
1 + ϵ2

(3)

is the potential vector for an N-cycle pulse with ellipticity ϵ,
frequency ω = 0.0304 a.u., period T = 2π/ω, and envelope
f (t ). The initial state is propagated from tinitial = −NT/2 to
tfinal = NT/2 using an accurate numerical method described
in Refs. [7,30,31]. The pulse takes its maximum amplitude
E0/

√
1 + ε2 along the positive ey axis at t0 = 0, when the

envelope reaches its maximum f (t0) = 1 and the potential
vector is oriented along the x axis, i.e., A(t0) = Ax(t0)ex. To
represent an initially unpolarized target, we perform calcula-
tions starting from the three initial projections of the magnetic
moment of the 2p electron. Finally, the PMD d3P (p)/d3 p
is computed in the xy-polarization plane of the light by
projecting the wave function at the end of the pulse onto the
e-F scattering state |p⟩.

III. RESULTS AND DISCUSSION

Figure 1 shows the result of our calculation with the
“nearly one-cycle” circularly polarized pulse (ε = 1) used by
Torlina et al. [6] at an intensity I0 = 1013 W/cm2. Note that
this is actually a 2-cycle pulse with a very steep (half-cycle)
ramp-on or ramp-off sin4 envelope function. Even though
the pulse is unrealistic for current experimental setups for
a number of reasons (too short, too steep, and circularly
polarized, which prevents the definition of an experimental
reference axis), we use it for comparison to Ref. [6]. Clearly,
the PMD is centered along the positive px direction. This
result corroborates the picture of an electron that tunnels at
t0 and further interacts with the field only, thereby scattering
with a momentum p = −Ax(t0)ex asymptotically.

We computed the offset angle θ (c)
o in the circular case for

different intensities. Among the various possible definitions
of the offset angle, we chose θ (c)

o as the angle leading to the
maximum of d3P (p)/d3 p in the cartesian representation of
the (px, py) plane. The results, presented in Table I, reveal

TABLE I. Offset angle (in degrees) for the circular θ (c)
o and el-

liptical θ (e)
o cases at different intensities given in units of 1013W/cm2

(see text for details).

I0 0.5 1.0 1.5 2.0 2.5

θ c
o −0.4 ± 0.2 0.3 ± 0.2 −0.5 ± 0.3 −0.9 ± 0.1 −1.2 ± 0.1

θ e
o −0.5 ± 0.3 0.0 ± 0.2 0.6 ± 0.2 0.0 ± 0.2 0.5 ± 0.3

essentially a zero offset angle with very small deviations. The
uncertainty is due to the finite momentum grid step used in
our calculation. Applying the same procedure as Ref. [6] by
looking instead at the maximum of p2d3P (p)/d3 p gives very
small differences in the offset angle at a particular intensity
but leads to the same conclusion. Repeating the TDSE sim-
ulation with the Yukawa potential employed in Ref. [6] at
a few intensities above 1014W/cm2 also resulted in offset
angles with deviations from zero of the same order as in the
F− case. Our results are consistent with Ref. [6] where θ (c)

o
had an uncertainty of about ±0.5◦. This finding also shows
that tunneling ionization of an initial p-wave orbital with a
centrifugal barrier does not seem to affect the offset angle.
Finally, the fact that the offset angle becomes negative and
decreases with intensity, is most likely due to the depletion of
the F− ground state (0.8% at I0 = 2 × 1013 W/cm2), as shown
in Refs. [6,10], as well as frustrated tunneling [6,32,33].

We now move on to a more realistic pulse, similar to that
used in the experiment of Satya et al. [7] on atomic hydrogen.
Figure 2 shows our prediction for this case. From the begin-
ning to the end, this is an elliptically polarized (ε = 0.84)
6-cycle pulse in the xy plane with a sin2 envelope function
and the y direction as the major axis. The wavelength is kept
at 1500 nm, and the peak intensity is 1013 W/cm2. The offset
angle θ e

o of predominant ejection is clearly along the direction,
in which the y component of the linear momentum is close
to zero. Due to the multicycle nature of the pulse, several
fringes appear, and ejection is strong along both the positive
and negative px axis. Nevertheless, θ e

o should be evaluated
for px > 0 as these electrons are associated with the main
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FIG. 2. PMD for a 1500-nm elliptically polarized (ε = 0.84)
6-cycle pulse with a sin2 envelope and a peak intensity I0 =
1013 W/cm2. The arrow defines the positive x axis.
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The	situation	is	much	more	complex,	but	the	angle	remains	essentially	zero.
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